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 24 

Abstract 25 

Although a given choice architecture intervention (‘nudge’) can be highly effective in some 26 

conditions, it can be ineffective or counter-productive in others. Critically, researchers and 27 

practitioners cannot reliably predict which of these outcomes will happen based on current 28 

knowledge. In this Review, we present evidence that the average effectiveness of choice 29 

architecture interventions on behavior is smaller than often reported and that there is substantial 30 

heterogeneity in their effect. We outline the obstacles to understanding generalizability such as 31 

the complex interaction of moderators and their dynamic change over time, clarify dimensions 32 

of generalizability and review research practices (including systematic exploration of 33 

moderators and practices designed to enhance generalizability) that could help the field more 34 

efficiently accumulate evidence on generalizability. Adopting these practices is essential for 35 

advancing nuanced theories and for more accurately predicting the effectiveness of choice 36 

architecture interventions across diverse populations, settings, treatments, outputs and 37 

analytical approaches.   38 

 39 

  40 



[H1] Introduction  41 

 42 

 Choice architecture interventions 1 are a subgroup of behavioral interventions 2 that 43 

aim to achieve behavior change by changing the proximal physical, social or psychological 44 

environment to prompt or guide behavior. That is, choice architecture interventions do not 45 

require the investment of substantial resources, legislation or regulation; do not involve 46 

extensive training programs; and preserve ‘freedom of choice’ by maintaining choice 47 

options3,4. As an example of the value of this approach, consider that people often fail to appear 48 

in court for low-level offenses 5. Although the typical remedy to this issue might be a policy 49 

response of increased fines or threats of forced pretrial detention, choice architecture 50 

interventions have effectively complemented these measures by making critical information 51 

more salient on summonses or by sending text message reminders 5. Similarly, reducing 52 

household energy consumption is often only approached through increasing the price of 53 

electricity, but choice architecture interventions have been shown to substantially reduce the 54 

energy consumption of households simply by communicating social norms 6 in some context 55 

7.   56 

To the casual observer, it might seem that choice architecture interventions like these yield 57 

economically relevant effects and are easy to implement, with few downsides. Behavioral 58 

sciences enthusiasts can readily bring to mind instances of successful interventions, such as a 59 

field experiment in collaboration with the United Kingdom tax administration authority in 60 

which the statement “Nine out of ten people in the UK pay their tax on time” in official tax 61 

reminder letters resulted in a multimillion-pound increase in tax revenue 8. However, for 62 

several potential reasons, such as the intricacies of memory recall 9, the dynamics of scientific 63 

publishing 10 and the canonical successful examples used in the early ‘nudge’ discourse, it 64 

might be more challenging to recollect failed interventions or studies that provide a more 65 

nuanced picture. However, in reality, the effectiveness of these interventions can vary 66 

substantially. For instance, social norm interventions that work in one context can fail when 67 

applied to different populations, settings, time periods, or through alternative implementation 68 

methods 7,11.  69 

 To fulfill the potential of choice architecture interventions, researchers need to be able 70 

to predict what treatment works, for whom, when and to what extent across different 71 

populations, settings, outcomes, and times 12–14. However, there is little published evidence 72 

about the generalizability of nudges 15–18. Even with advanced knowledge of key parameters 73 

like the population, setting, timing, and implementation details, it remains challenging for 74 

experts to accurately predict the effectiveness of these interventions 19. Without a deeper 75 

understanding of the generalizability of choice architecture interventions, their applicability 76 

will remain limited.  77 

The ultimate goal of investigating generalizability is not to identify universally 78 

generalizable choice architecture interventions—no single behavioral intervention can produce 79 

the same outcomes in all situations. Rather, the field needs consistent evidence accumulation 80 

on the generalizability of choice architecture interventions, linked to mechanisms that underlie 81 

the interventions (instead of simply reporting the effectiveness a given interventions in a 82 

specific setting; for a broader discussion see16,20,21). Increasing knowledge about the 83 

generalizability of the underlying mechanisms could increase understanding of how a study 84 



finding applies across different target populations, outcomes, operationalizations and 85 

implementations, settings, time and analysis approaches. This definition of generalizability is 86 

interlinked with the concept of external validity (although the extent of this overlap varies 87 

according to different definitions) 21,26–30.  88 

 A deeper understanding of generalizability would benefit both researchers and 89 

practitioners. For researchers, it could lead to more developed theories about behavior change, 90 

and for practitioners it could increase practical value through better predictions about which 91 

intervention works under what conditions. However, these two groups have different goals and 92 

incentive structures: to advance a fundamental and broadly applicable understanding of 93 

phenomena versus to maximize the impact of an intervention in a specific setting. In the short 94 

term, learning about generalizability of human behavior is more aligned with the goals and 95 

incentives of the researchers. Thus, we advocate for more focus on the systematic exploration 96 

and test of when, where and to what extent choice architecture interventions have an impact  97 

rather than on testing the effectiveness of a specific intervention in a particular setting, as most 98 

choice architecture research reports have done over the last decades 16,17,31.  99 

 In this Review, we address generalizability of choice architecture interventions from the 100 

researcher perspective. Our goal is to support knowledge building on how choice architecture 101 

interventions can be applied across different target populations, outcomes, operationalizations 102 

and implementations, settings, time and analysis approaches 22–24. We first discuss the average 103 

effectiveness of the ‘nudge’ interventions and the substantial heterogeneity in their impact. 104 

Then we consider what is known about the generalizability of these interventions and 105 

summarize the main obstacles to generalizability. It is beyond the scope of our paper to define 106 

what is ‘good enough’ generalizability, as what constitutes ‘good enough’ will always depend 107 

on the circumstances and the aim of the specific research (for discussion of evaluative criteria, 108 

see 21). Rather, we go on to review the conceptual dimensions related to generalizability 109 

(including analytical variability) and review the research practices that could help the field 110 

more efficiently accumulate evidence on it. We conclude by discussing how the adoption of 111 

the reviewed research practices – along with additional efforts such as large-scale 112 

collaborations and harnessing artificial intelligence could lead to more robust theories of choice 113 

architecture mechanisms and to more accurate predictions about their effectiveness.   114 

[H1] The effectiveness and heterogeneity of choice architecture interventions 115 

Understanding the typical effect sizes and heterogeneity of choice architecture 116 

interventions sheds light on the importance of understanding their generalizability. If the effects 117 

of choice architecture interventions are large with low heterogeneity, the theoretical and 118 

practical value of learning about the generalizability of the underlying mechanisms would be 119 

limited. In such a scenario, one could reliably expect these interventions to be effective across 120 

contexts, regardless of specific features. However, if the average effects are small with 121 

considerable heterogeneity, then understanding generalizability becomes crucial. Those 122 

applying choice architecture interventions must recognize that in many cases, these 123 

interventions may have only a limited impact—and in some instances, they may even be 124 

ineffective or counterproductive.  We start by summarizing why effect size estimates in meta-125 

analyses of choice architecture interventions are often inaccurate and inflated, then highlight 126 

the more reliable estimates and close this section by showing that the heterogeneity in the effect 127 

sizes is large.  128 



Our discussion of effect sizes is largely based on bias-corrected meta-analyses that include 129 

interventions from a variety of domains (e.g., health, finance etc.) and intervention types. The 130 

value of the effect size and heterogeneity estimates we discuss here is to correct researchers’ 131 

and practitioners’ predictions that might stem from well-known success stories or failures. For 132 

specific questions about whether a specific choice architecture intervention works in a given 133 

setting, researchers should consult the results of more focused meta-analyses within a domain 134 

(such as a meta-analysis of digitally delivered interventions in health insurance choices).  135 

 136 

[H2] Effect size   137 

To provide informed estimates on the impact of nudging, the field has increasingly turned 138 

to systematic review-based meta-analyses to map and combine the results of multiple studies. 139 

A meta-analysis of 100 primary publications and 317 effect sizes concluded that nudge 140 

interventions produce a median impact of a 21% change in the target behavior 32. Another study 141 

that reanalyzed a combined set of 26 randomized control trials (RCTs) (from 4,32) found an 142 

average 33.4% impact on the target variable 33Finally, another review of more than 200 primary 143 

studies with over 440 effect sizes estimated the average effect of nudging to be a Cohen’s d of 144 

0.43 34. According to these meta-analyses, the average effect size of choice architecture 145 

interventions seems quite large. However, it was often noted that such average effect sizes are 146 

implausibly large 33,35,36. 147 

There are multiple reasons to assume that the average effect of choice architecture 148 

interventions should be smaller than the estimates presented above.  It has been widely argued 149 

that in social and behavioral sciences, phenomena are causally dense, meaning that there are 150 

always many influencing factors that operate concurrently 31,37,38. The Piranha theorem 151 

suggests that in such systems, the interaction and interference of these factors would 152 

overwhelm most single effects leading to predominantly small main effects 39. Thus, although 153 

there may be some large and predictable effects on behavior, such effects are likely not to be 154 

numerous.   155 

Another reason that the effect sizes are likely to be inflated so empirical evidence might 156 

not accurately represent the average effect 40 is the potential for publication bias, which is 157 

widely acknowledged to result in overestimated effect sizes 41,42. The most robust approach to 158 

address this bias when drawing meta-analytic inferences involves obtaining a dataset that 159 

encompasses all published and non-published studies, however, this is only feasible in very 160 

rare cases. For instance, a meta-analysis of 126 RCTs, including all trials from the two largest 161 

nudge research units in the US, found that the average effect of the applied behavioral 162 

interventions was an 8% impact on the target behavior 33. A later study found that the estimate 163 

dropped to 6.4% when an invalid paper was excluded from the same meta-analysis 43. Notably, 164 

both of these estimates are much smaller than the estimates that draw on published academic 165 

papers (such as 21% 32). If collecting all papers is not feasible, another way to tackle publication 166 

bias is to use analytical methods to adjust for its presence. For instance, a study that applied 167 

three different bias-correcting methods found small and varying effects (d = −0.01, SE = 0.02; 168 

d = 0.07, SE = 0.03; d = 0.08, SE = 0.03) 36, consistent with the prior estimates when assuming 169 

severe publication bias (d=0.08) 34, while  another study even argued that after adjusting for 170 

publication bias there is no substantive evidence for nudging 35 (See more discussion on this 171 

topic 44,45.)   172 



 Even meta-analyses that rely on an all published and non-published studies 33,46 can be 173 

biased, because the set of conducted studies are not chosen randomly from the multiverse of 174 

all possible studies. Instead, researchers and practitioners are likely to be influenced by their 175 

lay theories about the effectiveness of the interventions, by the costs of the potential studies 176 

and by the perceived novelty of studies with higher theoretical or rhetorical value (for similar 177 

discussions see 31,47). These biases should also be noted when interpreting meta-analytic results. 178 

Furthermore, there is another reason to assume that meta-analyses overestimate the average 179 

effects of interventions: the existence of common research practices such as p-hacking that can 180 

artificially increase the effect sizes estimates and by that the likelihood of obtaining false-181 

positive rates 48,49  Study preregistration offers a potential solution to mitigate the effect of p-182 

hacking and thus the bias in the literature caused by false positive findings 50,51. In line with 183 

this expectation, effects from a random set of non-preregistered psychology studies (median r 184 

= 0.36) were considerably larger than effects from preregistered psychology studies (median r 185 

= 0.16) 52. Similarly, across different fields it has been found that large-scale registered 186 

replications typically observe much smaller effects than the original studies 53–56 A systematic 187 

review and meta-analysis of preregistered choice architecture intervention studies observed 188 

that even without correcting for publication bias, the an average effect size is substantially 189 

smaller (d=0.23) than in meta-analyses based on predominantly non-preregistered studies (such 190 

as d =0.43 from 34) 57. However, even eliminating publication bias and p-hacking would leave 191 

room for some uncertainty. Fraud and data-fabrication could also inflate the observed results 192 

in the literature compromising the validity of the meta-analytic results 58,59. Yet, there are 193 

currently no studies available to estimate or adjust for these effects.  194 

Finally, any conclusions drawn from meta-analytic results should take into account the 195 

context and limitations of the underlying studies 47,60,61. Behavior varies considerably according 196 

to context, so the average effect of different studies – for instance, defaulting people in the US 197 

into organ donation or reminding people in Kenya about healthy food – does not accurately 198 

predict the effect of even the same intervention in a different context. (The default intervention 199 

is a strategy that sets a preferred option as the preselected choice that is automatically applied 200 

if no alternative is specified by the individual). 201 

In sum, both theory and the average effect of choice architecture interventions in the 202 

documented literature suggest that the average effect is smaller than prior research suggested. 203 

However, if the effects were small with low heterogeneity, practitioners could still confidently 204 

apply them, as small reliable effects at scale could create a large value on the societal level. 205 

However, evidence suggests that the effect of choice architecture interventions is extremely 206 

heterogeneous and unpredictable. 207 

 208 

[H2] Heterogeneity  209 

Domain-general meta-analyses revealed considerable heterogeneity among choice 210 

architecture interventions 32–34. When assuming publication bias, 95% of the effect sizes of 211 

nudges should fall between d= -0.92 and 1.0836. This wide range from negative to positive 212 

effect sizes suggests that in a substantial proportion of cases, new intervention implementation 213 

would yield null effects or even be counterproductive. To put heterogeneity into perspective, 214 

imagine considering a medication to improve your sleep. If the medication has a similar 215 

average effect size as choice architecture interventions, it might increase your sleep on average 216 



by 8 minutes per night, which might be a considerable benefit in the long run. However, if the 217 

heterogeneity of the medication’s effect also matches that of choice architecture interventions, 218 

it might increase your sleep by up to 108 minutes per night or reduce it by 92 minutes. 219 

Crucially, there is no way of knowing which effect you might experience from this information 220 

alone.   221 

The substantial heterogeneity of choice architecture interventions becomes more 222 

understandable when one considers the potential moderators of their effectiveness. There have 223 

been several 16,17,62–64 attempts to catalog these moderators across different dimensions (see 224 

Figure 1). To exemplify the variety of possible moderators, consider the effectiveness of choice 225 

architecture interventions using social norms to reduce littering. In this context, researchers can 226 

consider the potential moderators that are associated with what to measure (behavior versus 227 

attitudes), how the intervention is delivered (such as the timing and salience of reminders), the 228 

specific norms tested, and the target population’s attentional capacity. Furthermore, many of 229 

these moderators could interact, for instance one might consider the moderating effect of 230 

attentional capacity on the timing of the intervention or the salience of the reminders. 231 

Even the effect of the most robust choice architecture interventions varies substantially 232 

when tested across units, outcomes, or settings  11,32,34,65. For instance, a default effect study 66 233 

conducted on 11 different participant pools, found significant effect in 10 out of 11, but the 234 

effect size varied from about .2 to .9 Cohen’s d 67 A meta-analysis revealed that although the 235 

vast majority of default studies robustly produced the intended effect, some of the studies didn’t 236 

find an effect (17%) or even demonstrated a negative effect (3.5%) 68. For example, in a study 237 

on colonoscopy examinations, attendance rates were 22% lower in the default condition — 238 

where participants were mailed a prescheduled appointment date and time — compared to 239 

when they had to schedule their own appointment (63%) 69.   240 

Replication studies can also provide insights into the heterogeneity of choice architecture 241 

intervention outcomes. Although the choice of the population is often less strategic in many 242 

single-study replications than in multi-site studies 70,71 , such studies can be used to collect 243 

evidence about the boundaries of generalizability. Although direct replications of choice 244 

architecture intervention studies are far from mainstream, there are some relevant large-scale 245 

replication projects. For example, a reanalysis  of 100 replications from the field of 246 

psychology53 showed that replication success was negatively associated with the contextual 247 

sensitivity (the extent to which independent coders predicted that a finding would vary 248 

depending on time, culture or location)72, confirming the importance of contextual moderators 249 

behind heterogeneous results. In a large-scale endeavor replicating more than 100 studies from 250 

the field of judgment and decision-making with participants from Mechanical Turk, the 251 

researchers also observed varying results: while some studies had effects larger than in the 252 

originally published papers73, other studies had mixed results 74,75 with some even showing 253 

opposite patterns to the original76.  254 

The optimistic interpretation of the large variance in effect sizes is that the effects of choice 255 

architecture interventions are not always small. This interpretation is consistent with the 256 

theoretical predictions of the Piranha theorem: if many effects are operating in an 257 

uncontrollable way, they can easily combine in unexpected ways, leading to large overall 258 

effects. If our field could learn about the generalizability of the choice architecture 259 

interventions’ effects across contexts, practitioners could select for each situation the most 260 



effective version of the most effective nudges and achieve substantial impacts at a minimal 261 

cost. However, being unable to generalize choice architecture interventions could lead to 262 

negative consequences, as shown by examples in which the application of choice architecture 263 

interventions unwittingly resulted in the discouragement of people to take part in cancer 264 

screening 69 or diminished drivers’ focus on the road77.  265 

 266 

[H1] Obstacles to learning about generalizability 267 

Based on the reviewed evidence, the field currently lacks sufficient knowledge about the 268 

generalizability of the effectiveness of interventions. In reviewing the main obstacles to 269 

generalizability here, we suggest that the field’s inability to reliably generalize arises from both 270 

the nature of the problem and from suboptimal research practices. These challenges suggest 271 

that the generalizability problem cannot be solved quickly and without a substantial cultural 272 

change in choice architecture intervention research.   273 

[H2] Complexity  274 

The core obstacle to learning about generalizability stems from the fact that moderators 275 

influencing the effectiveness of behavioral interventions are almost always multiple and a 276 

priori unknown. Based on the prior literature, we focus here on five dimensions that each 277 

contain an indefinitely large number of potential moderators: unit, treatment, outcome, setting, 278 

and analysis (Figure 1). This grouping of moderators is not intended to provide an exhaustive 279 

list but rather to provide an indicative list about the main types of moderators that correspond 280 

to each of the dimensions. For example, if one wants to know the effect size to expect from a 281 

default intervention in a given situation, they should take into account factors such as the topic 282 

domain, the importance of the topic for the decision-maker, the motivation of the individuals, 283 

the (perceived) ease of change, (perceived) endorsement, (perceived) endowment, and the 284 

attentional and emotional capacity of the decision maker at the moment of the decision 68. 285 

As a further complication, moderating factors can interact with one another. For 286 

instance, the salience of choice architecture intervention might interact with the attentional 287 

capacity of the target audience. As the number of moderators increases, the potential 288 

interactions between these moderators grow exponentially challenging the predictability of 289 

intervention effectiveness. In the example above, to understand the effects of all eight 290 

moderators—which is still very likely an incomplete list— there are also 247 potential 291 

interactions between them. Any additional moderator would further increase this number 292 

exponentially (for instance, 9 moderators results would result in 502 potential interactions.) 293 

Another challenge is that the constant change of societies including the change in 294 

preferences, norms, abilities, and opportunities dynamically impact the effect of moderators. 295 

Consequently, the effect of old moderators might disappear and emerging moderators might 296 

appear, inducing unexpected heterogeneity. Thus, the effect of an intervention in a new time 297 

and setting can deviate from the original findings due to hidden and unexpected moderators 298 

that were not relevant (or not considered relevant) when the original study was conducted49. 299 

For instance, a few decades ago there was negligible discussion about the well-being of animals 300 
78, compared to 2023, when 29% of US vegetarians listed morality as an important factor in 301 

their decision not to eat meat 79. Thus, currently people's beliefs about moral obligations could 302 

have an important moderating role for any intervention that aims to increase vegetarian eating, 303 



whereas such a moderating factor would not have been relevant in the past. To predict emerging 304 

moderators perfectly would require predicting the future change in societies, which is clearly 305 

an unrealistic expectation. However, the role of emerging moderators remains important to 306 

keep in mind. Empirical evidence on the impact of emerging moderators remains limited and 307 

subject to debate. Although some replication initiatives revealed substantial heterogeneity 308 

across different settings, 70 which suggests the existence of hidden moderators, other studies 309 

have not found such evidence 80. 310 

In sum, the complexity of moderating factors - their sheer number, their dynamic and 311 

interacting nature, and their evolution over time - presents a profound obstacle to learning about 312 

generalizability. All these makes it extremely challenging to predict when, where, and for 313 

whom interventions will be effective. 314 

[H2] Research practices  315 

In addition to the complexity inherent in research studies and their context, certain 316 

widespread research practices pose an obstacle to learning about the generalizability of effect 317 

sizes from study findings. These research practices arise from a combination of structural 318 

constraints—such as limited research funding and time—and incentive systems that reward 319 

rapid, publishable, significant results. As a result, decisions about sampling, study design, and 320 

data analysis are often guided by short-term impact rather than by goals of optimizing 321 

knowledge accumulation and robustness.  322 

When conducting studies, researchers always face constraints due to limited financial 323 

resources, which can lead to an oversampling of populations who are less costly to recruit, are 324 

easily accessible or reachable even without direct financial compensation 81–83. A predominant 325 

trend is the overrepresentation of participants from Western, Educated, Industrialized, Rich, 326 

and Democratic (WEIRD) societies, from university settings and people who are can be 327 

reached via online survey platforms 84 Consequently, the participant populations of many 328 

behavioral science studies are not representative of the broader populations to which they aim 329 

to generalize their findings 84,85. This lack of representativeness raises concerns because 330 

individuals from underrepresented cultural, demographic, or psychological groups may 331 

respond differently to interventions than those from the populations typically studied. Thus 332 

sampling participants with specific characteristics may impact the generalizability of study 333 

outcomes. Variation exists in results between WEIRD and non-WEIRD populations suggesting 334 

that cultural characteristics play a big role in behavioral sciences 84. It has been shown in the 335 

health and medical decision-making literature that digitally collected and traditionally collected 336 

data may lead to opposing findings 86. Classic social psychology effects have also been found 337 

to be varied between undergraduate and general population samples 87. Finally, certain 338 

foundational effects in behavioral science, such as the presence of decision biases were also 339 

shown to be stronger within populations of participants that closely resemble the characteristics 340 

of the undergraduate-student samples of the initial studies 87. Together, these findings 341 

underscore that heavy reliance on WEIRD or convenience samples limits our ability to draw 342 

accurate conclusions about how interventions work across broader, more diverse populations. 343 

As long as participant samples remain narrow and unrepresentative, our understanding of 344 

generalizability will remain fragmented and potentially misleading. 345 

Researcher decisions about the operationalization and implementation of the treatments and 346 

outputs of a study can also influence the impact of treatments, which in turn affects 347 



generalizability—because the findings may not hold when those design choices differ across 348 

studies or real-world applications. For example, in a mega-study in which different research 349 

groups devised designs to test five different hypotheses related to moral judgments, 350 

negotiations, and implicit cognition, the resulting direction of effects were contradicting each 351 

other in several cases88.  In a meta-analysis of 45 different tests of competitions and moral 352 

behavior, there was substantial design heterogeneity, which was approximately 1.6 times larger 353 

than the standard error of the effect sizes89. These results suggest that even when studying 354 

similar hypotheses, variation in researcher design decisions can lead to divergent findings, 355 

making it difficult to determine whether observed effects are robust or simply artifacts of 356 

specific methodological choices—thus posing a significant obstacle to generalizability. 357 

Heterogeneity observed in intervention-specific meta-analyses 68 further underscores the 358 

critical role of specific implementations of interventions on outcomes. For instance, stimulus 359 

variation 90–92—including the linguistic content 93,94—can substantially impact the 360 

effectiveness of interventions. For example the stimuli that the experimenter chooses to test led 361 

to opposing results and therefore opposing conclusions about people’s biases in consequential 362 

domains like saving 95. These results underscore the necessity for systematically exploring 363 

stimuli variation in pursuit of generalizable results (for an extended discussion, see 31). The 364 

challenge of generalizability also extends to other aspects of research design96. For instance, 365 

results can be altered by the mode of intervention delivery - the same letter emphasizing the 366 

importance of paying taxes and possibility of a tax audits has smaller effect on tax paying 367 

behavior when received by post versus when delivered in person by a tax officer 97,98 . Finally, 368 

the selection of outcome measures can also influence the estimated effectiveness of an 369 

intervention. For example, an intervention might improve financial attitudes in the short term 370 

but fail to produce meaningful changes in long-term behaviors such as saving or borrowing 99–
371 

101.  372 

Decisions about data analysis, such as data-processing, model specifications or inference 373 

criteria can also lead to qualitatively opposing inferences from the same dataset 102–105. Using 374 

the same dataset to answer the same research questions, researchers came to different 375 

conclusions across a wide range of topics from neural basis of risk-taking  106 to religiosity107. 376 

In an initiative to test the impact of analysis decisions, 100 behavioral and social sciences 377 

studies were independently re-analyzed; all re-analyses resulted in the same conclusion as 378 

described in the original study for only 34% of the studies (Box 1)108. However, a typical 379 

scientific journal article only contains the results from one or a few analysis pipelines 109, 380 

leaving unexplored the generalizability across alternative analytical choices 110,111. 381 

Taken together, these factors reveal a pattern: methodological choices—whether about who 382 

is studied, how interventions and impact measurements are operationalized and implemented, 383 

or how data are analyzed—systematically shape what we learn from behavioral science. 384 

Without broader and more deliberate efforts to address these constraints and biases, our 385 

understanding of generalizability will remain limited, potentially distorting the real-world 386 

implications of behavioral interventions.   387 

 388 

[H1] Enhancing evidence accumulation about generalizability]  389 

Although the obstacles to understanding generalizability are not trivial, there are research 390 

practices that can help overcome them. In this section, we review research practices across 391 

different stages of choice architecture research projects that can improve knowledge 392 



accumulation regarding the generalizability of interventions. These practices complement 393 

prevalent methods of testing the effectiveness of a choice architecture intervention within a 394 

specific context using an experimental setup. These practices are not all relevant or feasible for 395 

all choice architecture research projects, but their adoption could substantially increase 396 

knowledge of choice architecture intervention generalizability.   397 

 398 

[H2] Mechanisms  399 

To reveal how the mechanisms underlying choice architecture interventions generalize, 400 

researchers need to first define the mechanisms that underlie the specific choice architecture 401 

intervention under investigation 14,16,21,112–114. In its most common form, ‘mechanism’ refers to 402 

a causal chain between the treatment and the outcome 20,21 (for alternative definitions see  115–
403 

117). So defining the mechanism means identifying the sequence of psychological or behavioral 404 

processes triggered by the intervention that ultimately lead to the observed effect. 14,118–120. For 405 

example, in a default intervention promoting organ donation, the mechanism might involve 406 

ease (the reduced the effort required to make the choice), which leads to higher consent rates. 407 

Assuming so, to understand the generalizability of defaults, researchers should focus on 408 

understanding when and why easing the effort required promotes a given choice. For instance, 409 

the effectiveness of default effects has been argued to be driven not only by ease, but also 410 

endorsement (the perception that the default option is recommended or approved by the choice 411 

architect.),  and endowment (the extent to which the pre-selected option is viewed as the status 412 

quo) 67,69,122. In such cases, the description of the mechanism and the exploration of 413 

generalizability should entail all potential routes.  414 

 415 

[H2] Moderators 416 

The systematic exploration of moderators is notably absent in published reports of 417 

choice architecture interventions 16,122. Depending on available resources and the specific 418 

settings, various methods can be flexibly employed to uncover potential moderators such as 419 

reviewing published papers and meta-analyses, consulting domain experts or engaging the 420 

target population through surveys, interviews, and focus groups 123 122. 421 

To support the researchers’ endeavor to the reveal the boundaries of generalizability and to 422 

explore of moderators, prior research proposed several approaches 21,111,124,125. Theory-focused 423 

classifications highlight the crucial role of auxiliary, statistical and inferential assumptions that 424 

may moderate the effectiveness of findings: theoretical claims may or may not hold when 425 

auxiliary assumptions change, the same applies to empirical hypotheses under different 426 

statistical assumptions, and to statistical hypotheses depending on the inferential framework 427 

used 110,111. Others emphasized the importance of the sample, research design and analysis path 428 

as key dimensions behind the heterogeneity of research findings and limiting generalizability 429 
125. The widely used UTOS framework proposed units, treatments, outcomes, and settings as 430 

the core dimensions central to generalizability124; while the more recent M-STOUT framework 431 

complemented this by adding mechanism and time as important dimensions to consider21.   432 

Building on these works, we outline five conceptual dimensions of potential moderators 433 

that choice architecture researchers should consider when aiming to understand 434 

generalizability: units (i.e. population), treatment, outcome, setting, and analysis. (Figure 1, 435 



Box 1). The type of moderators corresponding to units refers to the characteristics, such as 436 

capabilities or preferences, of the treated population The categories of treatment and outcome 437 

pertain to the ways the independent and dependent variables are operationalized and 438 

implemented. Setting encompasses the broadly defined environment where data is collected. 439 

Each conceptual dimension can contain an indefinitely large number of potential moderators 440 

that need to be explored for specific use cases. Importantly, cutting across these five 441 

dimensions, interactions among moderators and change over time should also be considered. 442 

Compared to prior studies, this list suggest several changes rooted in methodological 443 

development that happened after the replication crisis in psychology 26,48. As researchers tried 444 

to understand why prior research failed to replicate, they had to realize that even minor changes 445 

in the way an intervention is implemented31,88,89,125 and analytic decisions are made 103,111,125  446 

can lead to differing results and conclusions. Furthermore, all the moderators can change over 447 

time  – for example, emerging moral values around animal welfare may now influence meat 448 

consumption, whereas they did not several decades ago. However, time is an overall effect 449 

expressed across all dimensions, but not an independent dimension itself as it is only expressed 450 

by the change of specific moderators within the highlighted five dimensions.  451 

[H2] Stages of research 452 

When accumulating evidence about generalizability, the identification of potential 453 

moderators can guide the research design including decisions about sampling, whether to 454 

measure or manipulate specific moderators, and how to make analytic decision (Figure 2). 455 

Researchers can strategically sample from a population that enables them to explore the 456 

moderators, measure or manipulate the actual levels of moderators, and analyze the data with 457 

heterogeneity in mind. Finally, considerations for reporting ensure that each research study is 458 

as informative as possible.  459 

For example, consider a research team studying the effect of default interventions on energy 460 

tariff choice. Because considering moderators from the outset helps researchers decide how to 461 

design their study to learn about generalizability, they firs review and reflect on potential 462 

moderators and their potential interactions – across the five conceptual dimensions outlined 463 

above. Next, based on their available resources and the perceived importance of the 464 

moderators, they strategically recruit participants with varying levels of attentional capacity, 465 

decide to manipulate the ease of switching tariffs experimentally and measure the perceived 466 

endorsement of the default option. They also decide to perform a multiverse analysis to assess 467 

how arbitrary analytical decisions influence their estimation of the treatment effect.  468 

[H3] Sampling  469 

The characteristics of the research sample determine and limit the ability to explore the 470 

effects of the potential moderators and to explore the generalizability of the interventions 126,127. 471 

When researchers test the effectiveness of behavioral interventions in convenience samples 128 472 

they also constrain how much they can learn about the generalizability of their findings. 473 

Collecting representative data using random sampling from the target population enables the 474 

exploration of generalizability across different dimensions. However, this sampling is rarely 475 

an option because it is always costly and in several situation researchers cannot randomly 476 

sample people from the whole population. Although collecting quasi representative samples 477 

along variables such as gender, age, education or employment—demographic characteristics 478 



usually available for probability sampling by data collection providers—can improve 479 

researchers’ ability to explore generalizability129, they cannot know to what extent these 480 

standard variables -  usually available for probability sampling by data collection providers - 481 

overlap with the relevant moderators of the target intervention. Purposive sampling, or 482 

selecting participants based on specific characteristics of interest to the researcher (here the 483 

moderators) 130, can potentially provide an alternative solution. Through this approach, 484 

sampling becomes an integral part of the study design, aligning with the goal of revealing the 485 

generalizability of the results along the moderators 17,131. For instance, researchers who 486 

hypothesized that school achievement would be a key moderator of an online mindfulness 487 

intervention employed a purposive sampling strategy to select schools stratified by this 488 

dimension132. Using this purposive sampling approach provided the authors with enough data 489 

variation and power to test and confirm the moderating effect of baseline achievement on the 490 

intervention’s effectiveness. 491 

[H3] Measurement  492 

Measuring the level of the potential moderators – such as the perceived endorsement of the 493 

default option - along the applied intervention is one of the most easily applicable methods to 494 

learn about generalizability16,17,64,133. Even when assessment of the moderators’ impact is not 495 

the primary focus of a study, learning about their impact could be essential building blocks of 496 

knowledge as other researchers conducting secondary analyses and meta-analyses could 497 

leverage this information to construct more nuanced models to predict the generalizability of 498 

choice architecture interventions. In the past, limited sample sizes often hindered researchers 499 

from analyzing the effect of all potential moderators and interactions in a model but 500 

advancements in machine learning and the increasing feasibility of large-scale testing e.g., 134–
501 

136, enable researchers to effectively analyze a broad range of moderators. Although, 502 

conducting more extensive measurement of moderators corresponding to units, treatment, 503 

outcome, and setting, beyond basic demographics could be a challenge especially when 504 

working with field partners. Researchers should be prepared to allocate resources to help their 505 

partners to build up the necessary capabilities. 506 

[H3] Systematic variation 507 

When resources permit, behavioral intervention researchers should systematically vary 508 

(randomize) the levels of the chosen potential moderators. Integrative experiment design31 509 

promotes systematically mapping the relevant dimensions of the design space—in this case the 510 

moderators—and then iteratively testing the effect of these dimensions in a commensurable 511 

way. This strategy, also known as radical randomization137 can include varying elements such 512 

as the stimulus 92,95,138, modality 98, or other specifics of design 89, including features relating 513 

to the setting 132 or the population 87,139,140. Large scale collaborations including multi-site many 514 

labs studies 70,71 are examples of how researchers can systematically varying moderators in 515 

their research. Although it is not possible with any single experiment to map all the potential 516 

moderators of a behavioral phenomenon, there are some ongoing large-scale efforts that vary 517 

multiple dimensions of generalizability, For instance, in the Global Happiness Megastudy141, 518 

researchers vary the population, the research design and the analytical choices to map 519 

generalizability across these dimensions. 520 

 521 



[H3] Analysis  522 

Analysis decisions, including how to process the data, construct the statistical model, select 523 

algorithms and software for model estimation, define the inference criteria (frequentist, 524 

Bayesian, or likelihood),and use of machine learning versus computational modeling provide 525 

a wealth of potential influences on the outcomes of a study. Although several studies suggest 526 

that the arbitrary analysis decisions of researchers can lead to qualitatively different 527 

conclusions 106,108,142, a typical research project reports one primary analysis approach, maybe 528 

with a few robustness checks 103,143. If researchers want to know whether their results generalize 529 

beyond their specific analysis choices, and see how their choices moderate their results, they 530 

need to systematically conduct and report all justifiable analysis paths103. Researchers can 531 

follow two possible types of solutions (extensively discussed elsewhere 109): multiple 532 

investigators can independently follow a single analysis approach 102 or a research team can 533 

perform numerous analyses across the set of reasonable pipelines to reveal how the results 534 

generalize (the multiverse approach) 103,104.  535 

[H3] Reporting  536 

When reporting behavioral intervention results, researchers should assume that intervention 537 

effect sizes are largely heterogeneous 17,64 Researchers should systematically report which 538 

moderators they have data on and which they do not and detail how the measured and varied 539 

moderators and their interactions influence the main treatment effect. If multiple analyses or a 540 

multiverse analysis is conducted, researchers should report how the analytical choices impact 541 

the results.   542 

Returning to the five dimensions discussed above (unit, treatment, outcome, setting, 543 

analysis), researchers should clearly state which dimensions of generalizability and specific 544 

moderators were tested. Ideally, they should also report the variables identified as potential 545 

moderators during the exploration phase, even if these were not tested later. For example, 546 

consider a study using a default intervention. If researchers measure perceived ease of change 547 

but cannot assess other relevant moderators—such as perceived endorsement or perceived 548 

endowment—they should report which measured moderators were significant and which were 549 

not, while also acknowledging any blind spots (i.e., potentially important moderators that were 550 

not measured). This transparency enables readers to make more informed judgments about the 551 

boundaries of our knowledge regarding the findings’ generalizability (see also145). When 552 

considering the moderators regarding the units, and how to report them, researchers could turn 553 

to the ‘constraints on generality’ statement146 that provides a structured framework for 554 

articulating constraints on generalizability with a focus on identifying and justifying 555 

populations they aim the results to generalize.  556 

In summary, practices enhancing the knowledge accumulation about generalizability  are 557 

numerous, but we do not pretend that they are easily or trivially implemented.  Some of these 558 

practices—such as reviewing the potential moderators or conducting a multiverse analysis —559 

can be implemented by researchers themselves. Other practices—like creating more extensive 560 

reporting and more exploratory studies —might face backlash from research journals. Finally, 561 

other practices such as measuring additional moderators might be hard to implement when 562 

collaborating with field partners who have limited flexibility. Designing studies that allow us 563 

to draw conclusions about generalizability often requires significantly more resources than 564 

studies that do not address this issue .  565 



We acknowledge that the implementation of these practices puts extra burden on 566 

researchers. However, the integration of these practices into the research process is worth the 567 

effort. Without accelerating the understanding of generalizability, researchers risk continuing 568 

to produce results that are incommensurable, lead to limited theoretical advancement and 569 

limited practical applicability.  570 

[H1] Summary and future directions 571 

Contrary to the suggestion of prior meta-analyses, the average effectiveness of published 572 

choice architecture interventions is smaller than typically reported. Furthermore, there is 573 

substantial heterogeneity in their observed effect sizes and our field has insufficient evidence 574 

to predict the effectiveness of choice architecture interventions across different settings and 575 

implementations. The limitations of generalizability arise from the inherent complexity of these 576 

interventions and dynamically interacting moderators that shape the outcomes. Additionally, 577 

suboptimal research practices contribute to limited knowledge about when and why choice 578 

architecture interventions work.  579 

We also reviewed concrete practices that could improve evidence accumulation about 580 

generalizability within research at different steps in the research pipeline. To enable these 581 

practices, research funders must recognize the need for additional resources to incorporate the 582 

study of generalizability into research. Last but not least, intervention researchers should 583 

embrace the rigor-enhancing open science practices to maximize the value of ongoing research 584 

efforts 57,147. 585 

Beyond these recommendations, two emerging trends have the potential to catalyze the 586 

process of learning about the effectiveness of behavioral interventions: large-scale 587 

collaborations and technological advancements in artificial intelligence and machine learning.] 588 

Collaborative approaches can be a viable way to collect large datasets, enabling the exploration 589 

of systematic variance along a large number of potential moderating factors that individual 590 

behavioral science teams cannot do on their own. Researchers might volunteer to pool their 591 

samples 71,148 or financial resources 149 to collect data from a more diverse or representative 592 

population. However, simply collecting larger datasets does not fix the generalizability 593 

challenge. If sampling methods are biased or do not vary along the key moderators, even large-594 

scale RCTs that are shown to be effective in one setting will not necessarily be effective in 595 

others 150,151. Yet, large and strategically diverse datasets can be leveraged to discover nuanced 596 

relationships between the multitude of variables influencing the effectiveness of interventions 597 
152.  598 

In other collaborative approaches, some parts of the research process might be 599 

crowdsourced, such as the design of various interventions 19,153 or different versions of the same 600 

interventions, 89 which provides data about the generalizability of effectiveness across 601 

implementations. Alternatively, the moderator exploration can be conducted by the 602 

involvement of an expert panel 129. or the analysis can be conducted by a group of researchers 603 

to ensure the analytical robustness of results102. Large-scale crowd-sourced collaborations can 604 

be a viable way to overcome resource constraints, although they involve different challenges 605 

(including coordination and collective action problems 71, misaligned incentives 154, and the 606 

pressure to produce rapid results 155).   607 

Advancements in artificial intelligence models hold substantial potential to accelerate 608 

evidence accumulation on the generalizability of interventions. For instance, large language 609 



models (LLMs) can in some cases simulate human-like responses and behavior potentially 610 

mimicking the response of different groups of people 159,160, and could potentially be used to 611 

explore the generalizability of interventions’ effectiveness across different populations. 612 

Furthermore, LLMs could generate and test hypotheses161,162 at an unprecedented speed, 613 

supporting the exploration of sources of heterogeneity. However, results from such simulations 614 

should be applied cautiously, as LLMs’ ability to predict human behavior remains limited 163 615 

and the sociocultural biases that their outputs exhibit are not fully understood 164. These biases 616 

could lead to the perpetuation of existing generalizability problems 165,166 and worsen existing 617 

inequalities and biases of the literature167.  618 

Another potential usage of advanced analytical techniques is evidence synthesis across 619 

scientific disciplines and studies. Projects like the Human-Behavior-Change Project157,158 or 620 

the Nudge Cartography Project 156 exemplify this trend. They aim to extract information from 621 

the effectiveness of behavioral interventions along hundreds of potential dimensions and 622 

leverage advanced machine learning techniques to answer what interventions work, compared 623 

with what, why and how well 157,158. As the field of generative artificial intelligence is 624 

undergoing a rapid improvement, its current capabilities may not reflect its potential to support 625 

evidence accumulation—even in the near future.   626 

Researchers should embrace the generalizability challenge of choice architecture 627 

interventions, which are characterized by small average effect sizes, large heterogeneity and 628 

limited ability to predict which of the outcomes will happen based on current knowledge. We 629 

hope that our Review helps usher in an era with more focus on generalizability at every step of 630 

the research process, increased large-scale collaborations, and a greater reliance on 631 

methodological and technological advancements. [Au:OK? Ok] Until good theories and 632 

models are developed that can predict the generalizability of interventions, there remains no 633 

strong substitute for testing interventions in new contexts before deploying large-scale 634 

interventions.  635 

 636 
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 640 

Figure captions 641 

Figure 1. Dimensions of generalizability The figure lists the dimensions of the framework across 642 

which choice architecture researchers should explore the generalizability of mechanism. Each 643 

dimension of the framework (vertical text, left) can have an indefinitely large number of 644 

corresponding potential moderators (coloured boxes, left). The moderators listed for each dimension 645 

are intended as examples rather than a complete list. Interactions between moderators and change over 646 

time as moderators emerge and fade should also be considered.  647 

Figure 2. Learning about generalizability across the research process Scientific practices enhance 648 

the accumulation of evidence on the generalizability of choice architecture interventions.  649 

 650 

 651 

Box 1. Examples of different type of moderators in choice architecture interventions 652 

These examples showcase instances in which the impact of specific moderators, corresponding to 653 

different conceptual dimensions, was investigated in large samples. 654 

[H2] Unit   655 

In a sequence of Randomized Controlled Trials (RCTs) with over 580,000 households, providing 656 

information about neighbors' consumption was associated with a 2% reduction in energy consumption6. 657 

Subsequently, an analysis of a scaled version of this intervention (111 randomized control trials with 658 

8.6 million households across the United States), revealed that the original data overestimated the effect, 659 

likely attributable to varied population characteristics7. For instance, the households in the initial 660 

experiments were, on average, more environmentally friendly, wealthier, and possessed larger houses 661 

than those in the scaled intervention, which afforded more room for the observed decrease. 662 

 663 

[H2] Treatment 664 

Two megastudies (N = 47,206 and N = 689,693) tested text-based choice architecture interventions in 665 

promoting vaccination in the United States  168,169. The specific implementations of the reminder 666 

messages such as the number of sent messages or the timing of the messages were varied across 667 

conditions. There was considerable variance in the vaccination rates across the different conditions 668 

based on the  number and timing messages. 669 

 670 

[H2] Outcome 671 

A study tested the effects of financial education interventions on household financial decision making 672 

in India (N=1,328) found that the effect of financial education depended on the measured outcomes101. 673 

The treatment improved financial awareness and attitudes but was not found to improve longer term 674 

savings and borrowing.   675 

 676 

[H2] Setting 677 

A study tested the effects of a text alert after each instance of using a credit card on credit card 678 

overspending in South Korea 170. In contrast to earlier studies where reminders about recent transactions 679 

were displayed prior to purchasing (on the same screen where the payment was made), this new 680 

intervention showed little to no reduction in spending for high spenders but led to an increase in 681 



spending among light and medium spenders. The authors hypothesized that the difference in results was 682 

due to the settings in which the information was provided; presented prior to purchasing versus 683 

presented separately on a mobile device (and also available later).   684 

 685 

[H2] Analysis 686 

At least five independent analysts were invited to reanalyze the original data for 100 studies (including 687 

8 behavioral intervention studies) 108. In 5 of the 8 behavioral intervention studies, all re-analysts 688 

reached the same conclusion as the original authors (finding a significant effect). However, in 3 studies, 689 

differences in analytical approaches led some analysts to draw conclusions that differed from those of 690 

the original authors.  691 

 692 
 693 
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