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Success stories cause false beliefs about success
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Abstract

Many popular books and articles that purport to explain how people, companies,
or ideas succeed highlight a few successes chosen to fit a particular narrative. We
investigate what effect these highly selected “success narratives” have on readers’
beliefs and decisions. We conducted a large, randomized, pre-registered experiment,
showing participants successful firms with founders that all either dropped out of
or graduated college, and asked them to make incentive-compatible bets on a new
firm. Despite acknowledging biases in the examples, participants’ decisions were very
strongly influenced by them. People shown dropout founders were 55 percentage points
more likely to bet on a dropout-founded company than peoplewhowere shown graduate
founders. Most reported medium to high confidence in their bets, and many wrote
causal explanations justifying their decision. In light of recent concerns about false
information, our findings demonstrate how true but biased information can strongly
alter beliefs and decisions.
Keywords: communication, selection bias, decision-making

Why do some people, products, and firms succeed while others fail? This question has
deep implications for understanding matters from distributional fairness in society to human
achievement, and has inspired a correspondingly rich history of inquiry in the academic
literature and in the popular press (Frank, 2016; Mauboussin, 2012). In this work, we are
concerned primarily with “success narratives” that lean heavily on the analysis of a small
set of carefully selected examples. To illustrate what we mean by a success narrative, the
1982 bestseller In Search of Excellence (Peters & Waterman, 2006) discussed how a set
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of “excellent” companies share eight common properties, such as a “bias for action” and
“simultaneous loose-tight properties.” The 2001 bestselling book Good to Great (Collins,
2001) examined 11 “great” companies and identified seven characteristics they held in
common, including “Level 5 leadership” and a “culture of discipline,” that it claimed
explained their success. The 2013 bestselling book David and Goliath (Gladwell, 2013)
advanced the notion that dyslexia can be a “desirable difficulty” on the basis of a handful of
successful business people who are also dyslexic. An influential 2013 TechCrunch article
(Lee, 2013) analyzed the common characteristics of 39 “unicorn” companies, defined as
venture-backed startups that have attained a valuation over a billion dollars, discussed several
trends among these successes, including that young, inexperienced founders are rare, or that
consumer-oriented unicorns aremore common andworthmore in aggregate than enterprise-
oriented unicorns, but enterprise unicorns are worth more on average. Finally, a 2018 New
York Times article broke down the morning habits of 300 “high achievers,” including both
their average wake-up time and a recommendation to get enough sleep (Spall, 2018).
Although in the absence of a systematic survey it is difficult to quantify the prevalence of

success narratives relative to other styles of explanation, they are sufficiently numerous and
influential to have inspired a mini-literature of books and articles aimed at critiquing them,
(see, e.g., Bennett, 2009; Chabris, 2013; Denrell, 2005; Raynor, 2007; Rosenzweig, 2007;
Taleb, 2005). Of the many criticisms that have been levelled, here we focus on two that are
inherent to the success narrative style and hence are pervasive. First and most obviously,
success narratives suffer from selection on the dependent variable. They overwhelmingly
analyze successes but ignore failures, an often-decried inferential error (Berk, 1983;Denrell,
2003; Geddes, 1990; King et al., 1994). Because any feature common to successes may also
be common among failures, simply finding that some feature (e.g., starting the workday at
5 in the morning) is present among a small sample of successes does not on its own imply
that it is predictive of success. Second, an equally prevalent but less appreciated aspect
of success narratives is that they also exhibit what we call selection on the independent
variable(s). Any person or company can be characterized by many features (independent
variables), yet emotionally satisfying narrative explanations emphasize just one or a few of
them. Given a small set of successes, one can often find a feature that is common to them;
and given a feature, one can often find a small set of successes that display it. However, a
particular feature being common to a small, selected set of successes does not necessarily
imply that it is common even among successes.
Figure 1 illustrates how selection on the dependent variable in combination with small

samples and selection on the independent variable can make the presence of arbitrary
features appear predictive in one direction evenwhen the association in amore representative
sample is in the opposite direction. Consider a simple world in which people have two
possible outcomes, success (S) and failure (F), and some have a feature of interest (depicted
as a rectangle around their outcome) while others don’t. In the outermost region depicted
in Figure 1 within “all successes and failures,” it is clear that those with the rectangle
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Figure 1: How two types of selection can lead to false conclusions. If one focuses
on only a small set of successes (the smallest region), it may appear that success is highly
correlated with the rectangle feature, as 4 out of 5 of these successes have rectangles.
If, however, one were to consider all successes (the middle region), one might draw the
opposite conclusion, as only 6 out of all 17 successes have rectangles. Considering the full
population shows that the rectangles are in fact more associated with failure than success.

feature are more likely to be failures than successes. However, by neglecting to consider
failures and focusing exclusively on successes (within “all successes”), the preponderance
of rectangles among failures is obscured, although the low prevalence of rectangles among
successes is still apparent. Finally, by selecting and studying only a small, biased sample
of successes (within “success narrative examples”) one might be misled into thinking that
the rectangle feature is over-represented among successes.
Althoughwe do not presume that authors literally follow the steps outlined here, Figure 1

nonetheless demonstrates how, by selecting on cases and features, almost any feature of
interest can appear to be associated with success in a meaningful way as long as there exists
at least some successes in which the feature is present. Conversely, it follows that even the
most compelling success narratives convey little information regarding the true association
between a particular feature and success. One example cited above (Gladwell, 2013)
suggests that “an extraordinarily high number of successful entrepreneurs are dyslexic.”
However, the evidence for this claim comes from a single survey of a convenience sample of
entrepreneurs that had a 7% response rate (Logan, 2009). Given that millions of Americans
could have dyslexia, and thousands of business people are at least as successful as those
in the sample, the mere existence of successful dyslexics offers no evidence to support a
predictive (let alone causal) effect of dyslexia on success.
While previous work on success narratives has focused on inferential errors exhibited by

the narratives themselves (Denrell, 2003), here we are concerned with a related but distinct
question: regardless of how authors arrive at them, do these narratives cause readers to
arrive at incorrect inferences about reality, and if so, are these effects large enough to
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matter? The answer is not a priori obvious. On the one hand, prior work in other contexts
has shown that readers often attend to biased subsets of data and that presentation of
biased persuasive arguments can impact observer evaluations. For example, the literature
on “cell-A bias” (Nisbett & Ross, 1980) has found that people gravitate towards subsets
of cases in which both a feature and a positive outcome are present. Because selection
on dependent and independent variables described above closely resembles cell-A bias,
one might expect success narratives to be more appealing and more persuasive than other
available explanations. Relatedly, Brenner et al. (1996) found that participants in mock jury
trials were swayed by one-sided persuasive arguments evenwhen they knew these arguments
were one-sided. This line of evidence supports the hypothesis that individuals behave like
“naïve intuitive statisticians” (Fiedler & Juslin, 2006) who interpret biased samples as-is.
On the other hand, it is not clear whether these effects occur in more realistic contexts, or
whether they outweigh potentially countervailing effects, of which there are at least four.
First, from a statistical point of view, there are settings in which over-sampling on the

dependent variable can be reasonable, so long as the appropriate adjustments are made
when drawing inferences. For example, King & Zeng (2001) show that when an outcome
of interest is very rare (e.g., extreme success), methods that over-sample positive events
(e.g., successes) and randomly sample a small fraction of nonevents (e.g., failures), and then
apply the proper statistical corrections, are consistent andmore efficient than straightforward
random sampling. Although it is highly unlikely that readers of popular business books
are applying this “case control” method in its formal instantiation, they are likely to know
about other cases that are at odds with those described in a given narrative, and may use
this outside information to down-weight the evidence offered by the narrative, thereby
accomplishing a similar result, albeit informally and approximately. Experimental results
suggest that corrections are made by integrating biased evidence with beliefs recalled from
memory (Elwin et al., 2007), or by accounting for the sampling process (Hayes et al., 2019).
Second, under very specific conditions, one can in fact make a valid inference from a

sample that includes only successes without making the statistical corrections mentioned
above. As we show formally in the Appendix, Bayes’ theorem tells us that if any feature is
more prevalent in a representative sample of successes than it is in the entire population,
then success given the feature is more probable than success given its absence. Crucially,
however, this relies on two key assumptions, one about the set of examples the author has
presented, and one about the reader’s knowledge beyond the information presented. In
particular, the sample of successes presented by the author must be representative. Because
authors typically present too few examples to be representative and because they may also
sample on the independent variable, this is unlikely to be the case in success narratives.
In addition, the reader would need to have an accurate estimate of the base rate of success
to know that the success rate in the sample exceeds that in the entire population. If both
of these rather unlikely conditions hold, however, one can draw a valid conclusion from
reasoning about a sample that includes only successes.
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Third, the authors of success narratives often append disclaimers, caveats, and alter-
native explanations that, if read carefully, would cause readers to discount the evidence
presented. Returning to the dyslexia example, the author is careful to note that an alterna-
tive explanation to dyslexia being a cause of success is simply that “this remarkable group of
people triumphed in spite of their disability: they are so smart and so creative that nothing
— not even a lifetime of struggling with reading — could stop them” (Gladwell, 2013).
Presumably it is not the author’s intent to undermine their own thesis by offering an alter-
native explanation that on its face is at least as plausible as his preferred one, but one could
nevertheless argue that the reader has been properly informed about the existence of other
explanations and therefore could down-weight the evidence that is presented accordingly.
Previous studies suggest that prompting the reader to consider evidence that was not shown
can be an effective debiasing technique (Koehler & Mercer, 2009; Tong et al., 2018).
Finally, it is possible that consumers of success narratives view them more as a form of

entertainment or inspiration than as empirically valid explanations. According to this view,
authors are not making empirical claims or advancing theories in the scientific sense at
all. Rather they are simply telling stories that illuminate some other, larger message about
human nature or values that they consider to be important or simply thought-provoking. For
example, even if the reader is not actually persuaded that dyslexia is an advantage, the idea
that something as seemingly harmful as dyslexia could be viewed as an advantage is still
intriguing and might cause them to wonder about other seemingly implausible associations.
Likewise, even if readers of Good to Great do not come away believing that such a thing
as “level 5 leadership” can be reliably identified and harnessed to make their companies
great, they may still find it useful to think through Collins’ ideas about what makes some
leaders more effective than others. If this “success story as fable” interpretation is correct,
as some authors and even some critics have suggested (Bennett, 2009; Raynor et al., 2009),
and if readers understand the authors’ true intent, then it may not matter that they aren’t
empirically or statistically valid. As long as readers don’t take success narratives as literal
prescriptions for success then it may not matter much that they are statistically biased.
In this paper we do not attempt to disambiguate all of these competing hypotheses.

As the above discussion exemplifies, there are many ways in which biased information
may — or may not — be integrated into existing beliefs, and we defer a comprehensive
exploration of the precise psychological mechanisms at play for future work. Instead we
focus on the simpler, pre-requisite question of whether an effect exists at all, regardless of
the underlying mechanism: to what extent do success narratives actually change readers’
real beliefs and decision-making about the predictors and even causes of success? This
question is of interest for three reasons. First, the answer will determine how concerned
we ought to be about the effect of success narratives in practice. If success narratives
do not in fact significantly sway real decisions, then as a practical matter they are not
problematic even if in principle they are flawed, just as others have argued previously. On
the contrary, if the effect is large then the practical concern remains relevant. Second, if
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the answer is that success narratives do sway real beliefs by a large amount then we should
also worry more broadly about the effects of information that is biased even if not outright
false. Recently there has been great concern about the corrupting effects of misinformation
in the political, scientific, and health domains; yet comparatively little attention has been
paid to the corresponding effects of selectively presenting factually accurate information in
a way that implies a false conclusion. Finally, if the effect is large then it raises additional
theoretically interesting questions about the psychological mechanisms that are responsible,
and hence which potential mitigating strategies would be effective.

Experimental Design
We designed a three-condition, between-subjects experiment to answer the following ques-
tions:

1. Howmuch are participants’ incentive-compatible bets on the likelihood of a particular
outcome swayed by a small and biased set of examples, even when the underlying
bias is acknowledged by them?

2. How confident are participants in these bets?

3. To what extent do participants offer explanations that rationalize their beliefs?

Participants were tasked with the goal of predicting whether a startup company founded
by a college graduate or a college dropout is more likely to become a billion-dollar “uni-
corn.” We chose this topic in part because of its close resemblance to an especially influential
example of the genre of success narratives (Lee, 2013, 2015) and in part because the rela-
tionship between education and entrepreneurial success has been widely but inconclusively
discussed by both academics and journalists.1 Thus, the domain has external validity while
still allowing participants to enter the experiment with a diversity of opinions on the matter.
We emphasize that our test of the effect of success narratives was intended to be as

conservative and tightly controlled as possible. First, by stripping out the rich storytelling
that authors often deploy to engage their readers, by explicitly featuring clear caveats and
alternative explanations, and by requiring participants to actively acknowledge these caveats,
our manipulation was substantially weaker than in most real-world examples. Second, by
requiring our participants to make incentive real-stakes bets based on the information we
provided, our measurement of the effect was again conservative. As has been demonstrated
in other contexts (Bago et al., 2020; Pennycook & Rand, 2019; Van Bavel et al., 2020),
respondents are less susceptible to false information when they are required to deliberate

1Although some analyses suggest that college education is correlated with entrepreneurial success (Lee,
2013, 2015; Wadhwa et al., 2010; Wai & Rindermann, 2017), they also select on the dependent variable and
do not establish causality between college education and success. Meanwhile, positive perceptions about
the success of dropout founders persist, possibly due to the salience of highly successful college dropouts
(DeMers, 2018; Maidment, 2016; Zimmer, 2013).
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on it; thus, to the extent that we do see effects in our experiments, we again expect the
influence of real-world success narratives to be greater than what we observe here. Third,
because the direction of a bet could shift even with a small change in beliefs — from a
weakly held belief in one direction to a weakly held belief in the other direction — we also
asked participants to explicitly state their confidence in their bets. In this way we were able
to quantify not only whether beliefs shifted, but if so, by howmuch. Finally, we deliberately
omitted from our own narratives any causal or even associational justifications. In contrast
with many real-world examples, therefore, if participants felt the need to rationalize their
decisions with an explanation, they had to generate that explanation themselves.
Our experiment design and analysis plan was pre-registered on AsPredicted2, and was

approved by the Microsoft Research IRB (#561). Participation in the study was conditional
on providing informed consent. We recruited participants and administered the experiment
on Amazon Mechanical Turk. Screenshots of the experiment as it appeared for all three
conditions are available in the Supplementary Material Figures S1–S6. Participants were
paid $0.50 for completing the study with the possibility of a $1.00 bonus (USD).

Experimental conditions and treatment Upon agreeing to participate in the experiment,
participants were told that “unicorns” are startup companies that have achieved a venture-
capital valuation of over $1 billion. Next, participants were randomly assigned to one of
three data conditions where they were shown either a) a set of only successful college
graduates, b) a set of only successful college dropouts, or c) no data. In the first two
conditions, participants were shown a short narrative stating that “Some people believe that
a startup is more likely to be a unicorn if it was founded by” either a graduate or a dropout,
depending on their data condition. This sentence was followed by “Not everyone believes
this, of course, and there are plenty of examples of unicorn startups” with founders of the
opposite educational status. In the no data condition, this sentence simply said that “People
debate whether” graduate or dropout founders are more likely to be founders of unicorn
companies.
Participants in the graduate (dropout) condition were then shown a table of five example

startups that conformed to the narrative they were shown, including the names of the
companies and the names of the five corresponding founders, all of whom had graduated
(dropped out) of college. To minimize confounds between the data conditions, we showed
participants in both conditions identical sets of companies (Figure 2). This was possible
because many of the unicorn startups mentioned in these success narratives have at least
two founders, one of which graduated from college and another who dropped out (e.g.,
Spotify, which was founded by Martin Lorentzon, who graduated from college, and Daniel
Ek, who dropped out of college). As a result, besides the narrative sentence mentioned
above, the only thing that varied between conditions was the names of the five founders

2https://aspredicted.org/eq3hx.pdf.
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Graduate data condition Dropout data condition

No data condition

Figure 2: Stimuli and attention checks for each of the three conditions. In our between-subjects experiment,
participants were shown examples of either successful graduate or dropout founders (of the same companies), or
no data in a control condition.

shown to participants and whether these founders graduated from (dropped out of) college.
Examples in the table were randomly ordered to avoid systematic position effects.
After seeing this information, participants answered a series of questions to verify that

they understood both the scenario and the underlying bias in the examples they were shown.
Specifically, we confirmed that:

• They understood that a unicorn company is valued at over $1 billion;

• We showed them examples of graduates (in condition a) or dropouts (in condition b);

• “Not everyone believes” (conditions a and b) or “most people are unsure” (condition
c) that it is more likely for one group to found unicorns over the other;

• And the examples in the table were selected because they are founded by graduates
(condition a) or because they are founded by dropouts (condition b).
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Each question was a binary choice. To avoid position effects, the order of response
choices for each question was randomized for each participant. Screenshots of these ques-
tions as they appeared in each condition of the experiment are provided in the Supplementary
Material Figures S1–S3. Aside from ensuring that participants had a sufficient understand-
ing of our operationalization of success, these questions clearly indicated that the examples
shown were biased and that data supporting the “other side” also existed. It was expected
that requiring participants to answer these questions would mitigate the effect of the biased
examples on our subsequent measurements of belief. When answering these questions,
participants were not shown whether or not their answers were correct, and were able to
proceed in the experiment regardless of their answers; however, those failing any of these
questions were excluded from our analysis as per our pre-registration plan.

Incentive-compatible decision and payout scheme After participants were shown the
narrative and examples, they were presented with the choice to bet on either an (unnamed)
graduate founder or an (unnamed) dropout founder, and told that if their choicewas a founder
who started a “unicorn” company, they would receive a bonus payment of $1.00 USD. This
incentive-compatible decision was designed to elicit honest beliefs as long as participants
recognized that their choice would be evaluated against examples drawn from an unbiased
distribution of founders. To that end, before participants made their bets, we explained that
these two founderswere to be drawn from a representative database of startup companies that
did not include the examples they had already been shown. Participants were again asked
to acknowledge this information and could proceed in the experiment regardless of their
answer; however, participants who answered negatively were also excluded from our main
analysis. Screenshots of the experiment for this decision task including acknowledgments
are provided in the Supplementary Material Figures S4–S6. To assign bonuses based on
participants’ predictions, we relied on (imperfect) estimates (Lee, 2013, 2015) suggesting
that approximately 0.1% of all startups become unicorns. After the experiment, for each
participant we randomly assigned a success outcome to each the graduate founder and the
dropout founder with equal odds of 1 in 500 (which doubles our rough estimate of the
probability of unicorn success), and awarded the bonus payout if the founder they chose
obtained the randomized success outcome.

Confidence To allow participants to express richer beliefs, we also asked them to indicate
their confidence in their decision bet on a continuous slider (coded from 0-100) where the
endpoints are labeled “completely unsure” to “absolutely certain”. Although the actual
numeric value of the slider was not visible, as participants adjusted the slider they were
shown a sentence summarizing their bet and their provided confidence expressed in words
as “completely unsure” (value of 0), “somewhat confident” (value from 1 to 32), “fairly
confident” (value from 33 to 66), “very confident” (value from 67 to 99), “absolutely certain”
(value of 100). To avoid anchoring effects, this slider was not initialized to any default value
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(the handle appeared when the cursor hovered over the slider region), and participants had
to click to choose a value before proceeding.

Free-text justification and coding procedure After making their bet and providing
confidence in their decision, participants were given the option to provide justification of
their bet as a free-text response, prompted by the question “Could you explain the reason(s)
why you made this decision?” As described in the Appendix and discussed below, these
justifications were categorized using a pre-registered codebook to distinguish between
“explanations”, “associations”, and otherwise “uninformative” responses.

Provide optional 
explanation of bet

Primary 
measure

Secondary 
measures

Indicate confidence

Bet on either:
• a graduate
• a dropout

Attention checks +  
acknowledge examples are 

biased (in data conditions only) 

See graduate 
co-founders of 

Facebook, 
Spotify, Twitter, 

Uber, WhatsApp

See  
no examples

See dropout  
co-founders of 

Facebook, 
Spotify, Twitter, 

Uber, WhatsApp

Participants

Figure 3: Schematic of the experiment design.

The experimental flow just described is summarized and illustrated in Figure 3. As
noted in the previous section, our manipulation was relatively weak compared with the sort
of best-selling books that present much longer and richer versions of these narratives. To
reiterate, we showed five tightly-controlled examples in each condition, unaccompanied by
any further description of them or how they relate to each other. More importantly, we did
not present any argument for why the feature in question (in our case, graduating from or
dropping out of college) should be related to success. Further, we ensured that participants
explicitly and correctly stated they understood that the data being presented to them were
biased by selecting successful companies that were founded by graduates (or dropouts,
depending on their experimental condition). This allowed us to measure the effects of
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identical populations consuming biased and opposing accounts of success. To the extent
that participants in these opposing conditions differ in their incentive-compatible decisions,
consuming even a weak version of a biased success story has measurable consequences.

Results
We recruited 1,650 participants on Amazon Mechanical Turk, of which 84% correctly
answered all attention checks in their condition, and 94% indicated that they understood
the payout was to be judged on two companies sampled from our representative data (and
did not include any that were shown to the participant). After applying the pre-registered
exclusion of participants who did not meet both conditions, our final sample comprised 𝑁 =
1,317 participants, 80% of our original sample. Participants were assigned to experimental
conditions using their worker ID string as a randomization, resulting in 𝑛 = 451 participants
who saw graduates data, 𝑛 = 460 participants who saw no data, and 𝑛 = 406 participants
who saw dropouts data. The results of this analysis on the full sample are available in
the Supplementary Material Figures S7, S8, and yield similar results to those presented
below. In this section and the Supplementary Material, we report all measures, conditions,
exclusions, and analysis mentioned in our pre-registration plan. All data and code necessary
to reproduce the analyses in this paper and the Supplementary Material are freely available
online3.
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Figure 4: Proportion of participants in each condition who bet on the graduate
founder. Error bars show 95% confidence intervals.

3https://osf.io/vazuh/
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Incentive-compatible bets Our main dependent variable is the proportion of participants
in each data condition who chose to bet on the unnamed graduate founder. Are participants
more likely to bet on a graduate founder after seeing a few examples of successful graduate
founders, even though they explicitly acknowledged that this small set was hand-selected to
fit a particular narrative and not representative of successes more generally?
We observe a strikingly large difference in how participants bet depending on which

biased set of examples they were randomly assigned to see. As shown in Figure 4, par-
ticipants who saw examples of graduate co-founders subsequently bet on an unnamed
graduate founder 87% of the time, while only 32% of participants who were shown ex-
amples of dropout co-founders bet on the graduate founder (Pearson 𝜒2 = 266.02, 𝑑𝑓 = 1,
𝑃 < 0.0001, 95% CI = 0.49 to 0.60), a difference of 55 percentage points. This constitutes
an effect on participants’ propensity to bet on the graduate founder (Cohen’s ℎ = 1.19)
significantly beyond the 0.8 value that is deemed “large” in Cohen’s classification of ℎ
values (Cohen, 1988). Furthermore, this substantial effect on decisions occurs despite the
fact that all participants in this analysis acknowledged that the small set of examples they
saw were specifically selected based on the highlighted feature and for being successful.
Our experimental setup also did not include an accompanying narrative or compelling story
to argue why graduates or dropouts should be more likely to find startup success. Rather
than discounting the few examples they were shown, participants were heavily influenced
by them — and in opposing, mutually exclusive directions. In the success narratives that
appear in bestselling books and influential articles, where carefully selected sets of examples
are presented with narratives and explanations but without disclaimers alerting readers to
the bias of the presentation, the effects on subsequent decisions are likely even greater than
the large one we observe here.
Besides acknowledging selection bias in the examples they were shown, participants

also made their bets with the understanding that bonus payments would be determined by
an unbiased random draw of founders. As such, participants were incentivized to bet on
the founder that they truly believed to have the higher probability of success. We verified
that our participants behaved accordingly in two ways. First, we asked participants to
acknowledge that their payout would rely on a random draw from a representative sample of
founders, and we excluded any participants who failed to acknowledge this. Second, the vast
majority of coded justifications provided by participants indicated that their bet was based
on a perceived association between the feature they were shown and success, as opposed
to a demand effect where participants make the choice that they perceive to be appropriate
given the context of the experiment (see the Justifications section). As a result, the large
difference in betting behavior we see reflects participants’ true beliefs about success after
they were randomly shown successful examples of graduates or dropouts.
We also compare participants who were shown examples (i.e., in the graduate or dropout

data conditions) with those who were assigned to see no examples of startup founders at
all. We observe a large, significant effect on the propensity to bet on the graduate founder
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between those who were shown examples of graduate founders and no data (87% versus
47%, Pearson 𝜒2 = 159.04, 𝑑𝑓 = 1, 𝑃 < 0.0001, 95% CI = 0.34 to 0.45, Cohen’s ℎ = 0.88),
as well as a small, significant effect between those who were shown no data and those who
were shown examples of dropout founders (47% versus 32%, Pearson 𝜒2 = 19.88, 𝑑𝑓 = 1,
𝑃 < 0.0001, 95% CI = 0.08 to 0.22, Cohen’s ℎ = 0.31). These results suggest that simply
showing biased examples of successes can substantially affect people’s beliefs relative to not
showing examples at all. In our specific case of startup success, it appears that examples of
graduate founders are more compelling than examples of dropout founders, but participants
were significantly swayed in both directions.

Very

confident

in dropout

Fairly

confident

in dropout

Somewhat

confident

in dropout

Somewhat

confident

in graduate

Fairly

confident

in graduate

Very

confident

in graduate

Absolutely certain Absolutely certainCompletely unsure

More confident in the dropout More confident in the graduate

Confidence scaled by bet

Saw dropouts data

Saw no data

Saw graduates data

−100 −50 0 50 100

Scaled confidence in founder

2%

13%

43%

38%

4%

5%

21%

42%

27%

5%

3%

19%

43%

31%

4%

Completely unsure

Somewhat confident

Fairly confident

Very confident

Absolutely certain

Unscaled confidence

Figure 5: Confidence indicated by participants. Left panel: the full distribution of slider
values provided by participants in each condition, scaled by their bet. A value of 100 means
the participant was “absolutely certain” and bet on the graduate, while -100 means the par-
ticipant was “absolutely certain” and bet on the dropout, and 0 means the participant was
“completely unsure”. Error bars show standard error of the mean. Shaded regions indi-
cate the label shown to participants that corresponds to the confidence they provided. Right
panel: the proportion of (unscaled) confidence responses that fall within each label.

Confidence To complement the incentive-compatible forced-choice bet that participants
made, we collected a secondary measure of each participant’s confidence in their decision.
This second measure is important because one could in principle observe large directional
differences in bets, but very low confidence in these bets if people are generally unsure of
which founder to choose and are only mildly influenced by the examples they were shown.
That is, people might indicate that they are effectively guessing. This was not the case. De-
spite seeing opposing examples (or no data at all), the overwhelmingmajority of participants
in all conditions expressed a substantial level of confidence in their decisions. Specifically,
85% of participants who saw graduates, 78% of participants who saw dropouts, and 74%
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of participants who saw no data expressed that they were either “fairly confident”, “very
confident”, or “absolutely certain” in their decision (Figure 5, right panel; the ungrouped
distribution of confidence is presented in the Supplementary Material Figure S9, and for
the full sample without exclusions in Supplementary Material Figure S10.
To quantify the directional shift in participants’ beliefs, we rescaled the confidence

measure to account for the direction of each participant’s bet. Participants who bet on the
graduate founder are coded as having a confidence ranging from 0 to 100, and participants
who bet on the dropout founder as having confidence ranging from −100 to 0. As a result,
a scaled confidence of 100 indicates certainty in the graduate, −100 indicates certainty in
the dropout, and 0 indicates being completely unsure, regardless of the bet made. The
distribution of this scaled confidence measure is shown in the left panel of Figure 5.
The mean scaled confidence of participants who saw graduate co-founders is signif-

icantly higher than those who saw dropout co-founders (45 versus -21, two-sided t-test,
𝑡 (784.6) = 18.3, 𝑃 < 0.0001, 95% CI = 58.88 to 73.03, Cohen’s 𝑑 = 1.26). Without rep-
resentative data to make their inference, it is reasonable for participants to either indicate
that they have low or zero confidence when choosing to bet on the graduate or the dropout
founder, or to indicate the confidence level they felt before the experiment, regardless of
which condition they were assigned to. Instead most participants indicated a relatively high
degree of confidence in their decision, despite that decision being strongly influenced by
the biased set of examples that they were randomly assigned to see.

Justifications As noted earlier, the “narratives” provided in our treatment deliberately
omitted any causal explanations or any other justification of the association between founder
status and company success. To better understand how participants reasoned about this asso-
ciation, we gave all participants the opportunity to provide an optional free-text justification
for their decision. Details on the coding procedure are described in the Appendix.
In all conditions, the vast majority of participants (99%) provided some kind of response.

Approximately 92% of responses included in the analysis had an “informative” code, mean-
ing they appeared to reflect genuinely motivated responses (informative responses by data
condition is presented in the Supplementary Material Table S1). In contrast, only a small
fraction of justifications were coded as demand effects: 3.1% among participants who were
shown dropout examples, 1.6% among those who were shown graduate examples, and 0.2%
among those shown no examples.
In all treatments a substantial proportion of participants provided an explanation as a

justification for their decision. Participants who saw examples of graduate co-founders
provided explanations 49% of the time, compared to 32% for those who saw examples of
dropout co-founders. These proportions were substantially higher than expected a priori,
since we offered no information regarding possible mechanisms. Also surprisingly, the
proportion of participants in the “no data” condition who provided an explanation for their
decision was even higher (66%) than for those who did see data. Together, these results
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suggest a tendency for people to spontaneously generate causal explanations to rationalize
their decisions even in the absence of supporting information. We also observe that the
explanations that our participants generated were overwhelmingly likely to offer positive
reasons over negative ones. That is, people tended to give an explanation for why the
founder they bet on is more likely to succeed, rather than providing reasons why the founder
they bet against is less likely to succeed. Of the participants who provided explanations,
94% of those who saw graduates data, 90% of those who saw dropout data, and 95% of
those who saw no data provided positive explanations for their decision.
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Figure 6: Types of explanations as a proportion of all explanations given. Error bars
show standard error. Some explanations were coded “unclear” as they did not specify which
founder they were in favor of (between 2.4% and 3.5% in each data condition), so these
proportions do not sum to 1.

Finally, Figure 6 shows the fraction of explanations in each condition that favored the
graduate and dropout founders. Consistent with the betting behavior we observed, partic-
ipants offered explanations that favored the examples they were randomly assigned. Of
participants who were shown examples of graduate co-founders and provided an explana-
tion, 85% provided an explanation favoring the graduate founder, whereas only 38% of
participants who were shown examples of dropout co-founders and provided an explanation
did so in favor of the graduate founder (Pearson 𝜒2 = 77.99, 𝑑𝑓 = 1, 𝑃 < 0.0001, 95%
CI = 0.37 to 0.58, Cohen’s ℎ = 1.03). The trend is reversed for explanations favoring the
dropout founder: of participants who were shown dropout co-founders and provided an
explanation, 59% of participants provided an explanation that favored the dropout founder,
whereas only 12% of participants shown graduate co-founders and provided an explanation
did so in favor of the dropout founder (Pearson 𝜒2 = 83.27, 𝑑𝑓 = 1, 𝑃 < 0.0001, 95% CI
= 0.37 to 0.58, Cohen’s ℎ = 1.06). Among those who saw no data and provided explana-
tions, 49% provided explanations in favor of the graduate founder: this significantly differs
between the 85% who provided explanations in favor of the graduate among those who saw
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graduates and provided explanations (Pearson 𝜒2 = 68.29, 𝑑𝑓 = 1, 𝑃 < 0.0001, 95% CI =
0.28 to 0.44, Cohen’s ℎ = 0.80) but does not significantly differ from the 38%who provided
explanations in favor of the graduate among those who saw dropouts and provided expla-
nations (Pearson 𝜒2 = 3.82, 𝑑𝑓 = 1, 𝑃 = 0.051, 95% CI = 0.00 to 0.22, Cohen’s ℎ = 0.22).
Among those who saw no data and provided explanations, 47% of explanations favored
the dropout founder: this is significantly different from the 12% of explanations favoring
the dropout provided by those who saw examples of graduates and provided explanations
(Pearson 𝜒2 = 68.87, 𝑑𝑓 = 1, 𝑃 < 0.0001, 95% CI = 0.28 to 0.43, Cohen’s ℎ = 0.82) and
also significantly different from the 59% of explanations favoring the dropout provided by
those who saw examples of dropouts and provided explanations (Pearson 𝜒2 = 4.60, 𝑑𝑓 = 1,
𝑃 = 0.032, 95% CI = 0.01 to 0.23, Cohen’s ℎ = 0.24).

Discussion
Our results contribute to several interrelated strands of prior work that have studied how peo-
ple make inferences from biased samples of data. For example, scholars in sociology (Berk,
1983), comparative politics (Geddes, 1990), and the social sciences more broadly (King
et al., 1994) have underscored that when studying empirical relationships, it is essential to
include data that vary on the dependent variable. In the domain of this paper, this amounts
to analyzing both successes and failures. As noted in the introduction, the well-documented
tendency for popular books and articles to focus on successes (and exclude failures) has
provoked a number of researchers to demonstrate the numerous ways that this approach
can distort empirical observations about success and its relation to performance (Denrell,
2003; Raynor et al., 2009; Rosenzweig, 2007). However, from the perspective of individual
actors, this bias towards successes has also been viewed as a potentially reasonable strategy
in an uncertain world with limited information (Strang & Macy, 2001). Studying how
people make inferences from data, one generation of psychologists spurned neglect of fal-
sifying examples (Smedslund, 1963; Wason, 1960), while a later generation acknowledged
the adaptive benefits of learning from positive examples (Klayman & Ha, 1987; Navarro &
Perfors, 2011; Oaksford & Chater, 1994). Finally, it has been observed that in some settings
people fail to adjust for non-representative examples (Hamill et al., 1980) or one-sided
scenarios, such as hearing only the plaintiff’s arguments in a judicial case (Brenner et al.,
1996).
In this paper, we complement and build upon these previous efforts by focusing on

the extent to which popular and widely-read success narratives containing plainly biased
examples affect people’s decision-making in terms ofwhat choices theymake, how confident
they are in those choices, and the justifications they provide around them. In our experiment,
we observed a strikingly large difference in participants’ decisions depending on which
condition they were assigned to: while 87% of people shown examples of successful
graduates bet that graduates are more likely to succeed, only 32% of people shown examples
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of successful dropouts bet on graduates, a difference of 55 percentage points. Far from
discounting the small sets of examples they acknowledged as biased, participants were
substantially swayed by them. This strong effect on beliefs is caused by a weakmanipulation
that involves no outright deception. The reversal occurs despite people being told that the
examples were a selected sample designed to fit a particular narrative, despite each group
being shown the same set of example companies, and despite the monetary bonus providing
an incentive to respond truthfully. Though some prior work predicts that our participants
would not correct inferences due to the sampling bias presented in our treatment examples
(Brenner et al., 1996; Fiedler, 2000; Nisbett & Ross, 1980; Borgida & Nisbett, 1977), other
prior work would predict either the opposite (Elwin et al., 2007; Hayes et al., 2019) or
that transparency about the sampling process would significantly temper the effect sizes we
observed (Koehler & Mercer, 2009; Tong et al., 2018). Instead, we found that participants’
beliefs were significantly altered, with very large effect sizes. Our results suggest that people
are strongly susceptible to this type of subtle but powerful distortion, which we believe to
be common practice in media and communication.
Furthermore, participants in all groups reported high levels of confidence in their

(ultimately opposing) bets. Finally, participants tended to offer explanations — for instance
that graduates are more successful because graduating requires persistence, or that dropouts
are more successful because they are more creative — that were consistent with the biased
sample they were randomly assigned to see, and often causal in nature. Since the ability to
explain correlational data is indicative of whether the data were perceived as causal evidence
(Lombrozo, 2006), the rate at which participants provided explanations consistent with the
data shown in their condition suggests that biased success stories may be used as the basis
for causal beliefs.
As with any controlled study on human judgment, the effects observed in our experiment

do not necessarily generalize to the more complex setting of real-world decision making.
Nonetheless, as stated previously, our treatment is more conservative than most success
narratives found in popular media. Additionally, our choice to elicit decisions as a forced
binary choice may inflate effect size, but as our secondary measures of confidence and
justifications indicate, there were few participants who would likely have indicated no
change in belief. Moreover, a single binary decision mimics everyday decision making
more faithfully than eliciting distributions of beliefs. Finally, since our study intended to
measure the effects of success narratives, we do not claim that similar effects would be
observed in all contexts beyond success stories, though we speculate that in many contexts
of social decision making they would.
Our results also suggest that some success narratives aremore persuasive than others. We

expected that the specific examples of founders shown may impact participants’ perceptions
of success differently, so we controlled for companies between conditions. However, we
found it difficult to find exampleswhere both co-founders are equally prominent; specifically,
the dropout founders tended to be more prominent than their graduate counterparts (e.g.,
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compare college dropout Mark Zuckerberg of Facebook to Eduardo Saverin; or the dropout
Travis Kalanick of Uber, versus Garrett Camp, who received a bachelor’s degree). As a
result, we anticipated a possible bias favoring the dropout founder’s chances of success,
but instead observed the opposite. Relative to the baseline belief measured in the no
data condition, showing examples of graduates produces a larger effect on participants’
bet outcome than showing examples of dropouts. This bias towards graduate founders
corresponds with studies showing that college education is over-represented among various
samples of successes (Lee, 2013, 2015; Wadhwa et al., 2010; Wai & Rindermann, 2017).
Finally, our results also have implications for the impact of biased selections of examples

on beliefs more generally. In recent years, researchers from a variety of disciplines have
expressed great concern about the harmful effects of false information in the domains of
politics, science, and health (Lazer et al., 2018). Our work shows that it is possible to induce
individuals to arrive at unwarranted conclusions with factually accurate information that is
simply presented in a biased manner. Even more strikingly, the effect occurs even when the
selective nature of the evidence is clearly disclosed and the reader explicitly acknowledges
the bias. We have focused our attention on the domain of business success, but the style of
manipulation we used — advocating for a particular position by “cherry picking” positive
examples while excluding counterexamples — is broadly applicable. There are many
examples of the selective presentation of factually accurate data in polarizing domains like
climate science, gun control, immigration, police violence, and social insurance programs.
Given the size of the effect that we found with a manipulation that would clearly pass
a conventional fact check, our results suggest that more attention should be paid to the
prevalence and impact of presenting biased selections of factually accurate examples.
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Appendix
Statistical analysis For all comparisons of proportions, we use Cohen’s ℎ effect size index
for the difference between two proportions 𝑝1 and 𝑝2, defined by Cohen (1988) as

ℎ = 2 arcsin
√
𝑝1 − 2 arcsin

√
𝑝2

For discussing effect sizes, we pre-registered the use of the benchmarks defined by Cohen
(1988), with an ℎ of 0.2, 0.5, and 0.8 being indicative of small, medium, and large effects,
respectively.
It is worth noting that our main effect (with a Cohen’s ℎ = 1.19) substantially exceeded

the upper benchmark of ℎ = 0.8 defined by Cohen. We can convert this into Cohen’s 𝑑 by
assuming that betting on the graduate is our event of interest and betting on the dropout is a
“non-event”, while being assigned to see examples of graduates is the treatment condition
and seeing dropouts the control (Borenstein et al., 2009). This exercise estimates our main
effect as Cohen’s 𝑑 = 1.45, which is considered “very large” (Sawilowsky, 2009).
Our comparison of participants’ indicated confidence values (see the Confidence sub-

section of Results) employs a 𝑡-test, for which we measure the effect size using Cohen’s 𝑑
(Cohen, 1988). For the independent samples of scaled confidence responses in the graduate
data condition 𝑋𝑎 and the dropout data condition 𝑋𝑏, we first compute the pooled standard
deviation

𝑠 =

√︄∑(𝑋𝑎 − 𝑋𝑎)2 +
∑(𝑋𝑏 − 𝑋𝑏)2

𝑛𝑎 + 𝑛𝑏 − 2

then compute Cohen’s 𝑑 = (𝑋𝑎 − 𝑋𝑏)/𝑠.
For all comparisons of proportions, we employ the Pearson chi-squared test for equality

of proportions and apply Yates’ continuity correction (Fleiss et al., 2003), which yields
more conservative 𝑃 values. All Pearson chi-squared tests reported in this paper are not
sensitive to the Yates’ correction at the 𝛼 = 0.05 level except for one: the proportion of
participants who provided explanations in favor of the graduate founder between the the
dropout data condition and the no data condition (see Justifications section) is considered
to be significantly different without Yates’ correction.

Free-text justification and coding procedure After making their bet, participants in the
experiment were allowed to provide a free-text justification for their decision. To analyze
these responses, we constructed a codebook from responses received in pilot experiment
data and pre-registered it before running the experiment4. Our codebook categorizes
these justifications as falling into one of three broad categories. The first, which we call
“explanations”, can be considered a response that provides a causal explanation for why
the founder they based their decision on had a chance of succeeding. For example, one

4Codebook available here: https://osf.io/dh9ea/
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participant wrote “If the college graduate has a business degree they would have more
insight to starting and running a business”, while another wrote “I believe that the dropout
could be a visionary, who doesn’t fit the confines of typical education, but thrives in terms of
creativity and managing his business.” The second category which we call “associations”,
suggested there is a disproportionate likelihood of one group succeeding over the other,
but did not provide a specific reason why. For instance, “I was torn between the two but I
think there is a slightly better chance for the college graduate” or “Statistically, the evidence
points to college dropouts having more success in regards to becoming unicorns.” The
codebook included more granular codes which fell under the umbrella of associations, but
as indicated in our pre-registration, we only intended to consider these responses under the
single category of “associations”. We consider both the “explanations” and “associations”
categories to be “informative”, while the final category which we deem “uninformative” is
reserved for responses which are either guesses, unclear, or “demand effects”. A response
coded as a demand effect indicates that the participant simply answered in one way or
another because they believed that they were being led by the experiment, or that they
would be rewarded for a decision which was favorable to the experimenters. An example of
a guess is “Since I had absolutely no other information it was really just a random choice”,
and an example of a “demand effect” is “The questions in the survey led me to believe that
was the correct answer.”
Almost all (99%) of the participants included in our analysis provided free-text justi-

fications for their decision bet, even though they were able to proceed to the final stage
without doing so. Three independent coders classified each of these 1,299 justifications
following the codebook described above. Coders were blind to both the experimental condi-
tions assigned to each participant and the bet each participant made. The pairwise Cohen’s
Kappa (^) agreement between coders ranged from 0.77 to 0.79, considered a “good” level of
agreement (Mabmud, 2012) (see Supplementary Material Figure S11, and Supplementary
Material Figure S12 for ^ over the ungrouped set of codes). For each response we used the
majority vote code as determined from our coders (excluding any responses for which there
was no majority agreement), leaving us with 1,261 coded justifications in total. Explana-
tions were specifically coded with whether they are in favor or against graduates or dropouts
(a small number of responses were coded as an “unclear” explanation if the participant
provided an explanation but it is ambiguous whether the explanation refers to graduates or
dropouts, since coders were blind to participants’ bets and experiment conditions: in total,
these accounted for 3% of responses coded as explanations).

Normative response Suppose participants in our experiment follow an idealized decision
making process. How should we expect them to bet, and how should the examples they
were shown enter into their decision?
To answer the first question, people should simply bet on the dropout founder if they

believe that the probability of success among dropout founders is greater than the probability
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of success among graduate founders (i.e., Eq. 1). In principle this is straightforward, but
in practice this requires knowledge about two conditional probabilities that are potentially
difficult for people to estimate or reason about. Using Bayes’ rule, however, we can convert
this decision rule into an equivalent but potentially more useful form:

𝑝(𝑠𝑢𝑐𝑐𝑒𝑠𝑠 |𝑑𝑟𝑜𝑝𝑜𝑢𝑡) > 𝑝(𝑠𝑢𝑐𝑐𝑒𝑠𝑠 |𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒) (1)
𝑝(𝑠𝑢𝑐𝑐𝑒𝑠𝑠 |𝑑𝑟𝑜𝑝𝑜𝑢𝑡) > 𝑝(𝑠𝑢𝑐𝑐𝑒𝑠𝑠 |¬𝑑𝑟𝑜𝑝𝑜𝑢𝑡)

𝑝(𝑑𝑟 |𝑠) 𝑝(𝑠)
𝑝(𝑑𝑟) >

𝑝(¬𝑑𝑟 |𝑠) 𝑝(𝑠)
𝑝(¬𝑑𝑟)

𝑝(¬𝑑𝑟) 𝑝(𝑑𝑟 |𝑠) > 𝑝(𝑑𝑟) 𝑝(¬𝑑𝑟 |𝑠)
(1 − 𝑝(𝑑𝑟)) 𝑝(𝑑𝑟 |𝑠) > 𝑝(𝑑𝑟) (1 − 𝑝(𝑑𝑟 |𝑠))

𝑝(𝑑𝑟 |𝑠) − 𝑝(𝑑𝑟) 𝑝(𝑑𝑟 |𝑠) > 𝑝(𝑑𝑟) − 𝑝(𝑑𝑟) 𝑝(𝑑𝑟 |𝑠)
𝑝(𝑑𝑟𝑜𝑝𝑜𝑢𝑡 |𝑠𝑢𝑐𝑐𝑒𝑠𝑠) > 𝑝(𝑑𝑟𝑜𝑝𝑜𝑢𝑡) (2)

Eq. 2 is a simplified decision rule which states that one should bet on the dropout founder
if dropouts are more prevalent among successful founders than in the general population
of founders. Compared to Eq. 1, this has two advantages: first, it requires knowledge of
only founder dropout rates instead of success rates in two different populations (graduate
and dropout founders); and second, one can make inferences about the left-hand side when
presented with data about only successes. Thus selection on the dependent variable can
in fact be informative as long as it is combined with good knowledge of base rates for
the feature under consideration: if dropping out is rare for founders in general, but more
common among successful founders, it may indeed make sense to bet on the dropout
founder.
In order for readers of success narratives, and participants in our experiment, to make

sound updates to their prior beliefs using the examples they are shown, the examples clearly
need to be a representative sample of successes. This would allow readers to properly make
inferences about the left-hand side of Eq. 2. Unfortunately, however, the data presented
in success narratives are often not a representative sample of successes, but have instead
been selected to match an attribute of interest (in this case, founders dropping out). The
small amount of data people are shown in these settings thus differ from an ideal dataset (a
representative sample of founders) in three ways: first, they are limited to successes (which
we show above can still be informative if combined with accurate base rate statistics);
second, they are limited to successes with an attribute of interest (e.g., dropout founders);
and third and most importantly, they are small, unrepresentative samples with arbitrary
biases. Furthermore, in our experiment — unlike most success narratives in the media —
we even explicitly informed participants that the data they were presented was biased, and
had them confirm their understanding of this fact. In short, the data our participants are
shown comes from a completely different data-generating process than the one they are
trying to make inferences about. As a result, there is no useful, valid inference that can be
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made about the dropout rate among successful founders (the left-hand side of Eq. 2) from
the data participants are shown, other than the fact that it is non-zero.
In addition to the difficulty in making inferences about the left hand side of Eq. 2,

it may also be difficult for people to have reasonable estimates of the overall founder
dropout rate (the right-hand side of Eq. 2). Even determining the relevant sample space
is often unclear (Einhorn & Hogarth, 1981; McKenzie, 2005). As “unicorn-club” author
Lee acknowledges, “Figuring out the denominator to unicorn probability is hard” (Lee,
2013), in regards to estimating the prevalence of billion-dollar companies within the space
of all startups. Suppose an individual attempts to estimate 𝑝(𝑑𝑟𝑜𝑝𝑜𝑢𝑡) with a quick online
search, and upon finding the first article with concrete figures5, sees that it suggests 57%
of students do not finish college after six years, but only 33% drop out entirely. Either
definition is arguably valid for defining what constitutes dropping out, but choosing one
over the other yields substantially different estimates for 𝑝(𝑑𝑟𝑜𝑝𝑜𝑢𝑡). To determine the rate
of dropping out among startup founders, one also has to define what constitutes a student,
which is essential since the education of all startup founders could systematically differ
from the broader population, creating an additional problem when deciding which sample
space to use. The same article describes how dropout rates differ dramatically between
community college (43% dropped out) and an Ivy league school (like Harvard, where only
2% dropped out).
Based on the model presented above, the normative response would be for participants

in our experiment to ignore the examples they are shown when deciding on which founder
to bet on in the decision task.
A potential objection to this conclusion is that when people are exposed to success

narratives there is something like a Gricean norm at play that could lead them to think that
the examples they are shown are representative of an underlying relationship in the world
or are sufficient in quality, quantity, and relevance for drawing sound conclusions (Grice,
1989). However, in our experiment we took steps to prevent such inferences from being
made: we explicitly informed participants that there is no consensus about graduates and
dropouts and that counter-examples to the narrative they were shown exist. Participants
actively answered multiple choice questions to acknowledge these disclaimers. Thus, while
people may make inferences based on Gricean norms when reading success narratives in
the popular press, in this experiment, participants actively acknowledged that they do not
apply.

5For instance, a search yielded https://www.creditdonkey.com/college-dropout-statistics.html
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