
Using Open Data to Automatically Generate Localized Analogies 
Sofia Eleni Spatharioti Daniel G. Goldstein Jake M. Hofman 

Microsoft Research Microsoft Research Microsoft Research 
New York, New York, USA New York, New York, USA New York, New York, USA 
s.spatharioti@gmail.com dgg@microsoft.com jmh@microsoft.com 

ABSTRACT 
Numerical analogies (or “perspectives”) that translate unfamiliar 
measurements into comparisons with familiar reference objects 
(e.g., “275,000 square miles is roughly as large as Texas”) have 
been shown to aid readers’ recall, estimation, and error detec-
tion for numbers. However, because familiar reference objects are 
culture-specific, analogies do not always generalize across audi-
ences. Crowdsourcing perspectives has proven effective but is lim-
ited by scalability issues and a lack of crowdworking markets in 
many regions. In this research, we develop an automated technique 
for generating localized perspectives. We utilize several open data 
sources for relevance signals and develop a surprisingly simple 
model capable of localizing analogies to new audiences without 
any retraining from human judges. We validate the model by test-
ing it in both a new domain and with a different linguistic audience 
residing in another country. We release the compiled dataset of 
400,000 reference objects to the research community. 
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1 INTRODUCTION 
News stories are rich with statistics and numerical measurements, 
many of which are difficult to comprehend. Consider the following 
examples: The estimated cost of damages for Hurricane Isaac, which 
struck North America in 2012, was $3 billion [3]. The year 2021 
was a devastating year for wildfires in Europe, with 1.1 million 
hectares of area consumed [35]; the area burned in Greece alone 
was 131,254 hectares [7]. Over two million Americans live without 
regular access to piped water [26]. 
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Figures like $3 billion dollars, 1.1 million hectares, 131,254 
hectares, and two million people do not look out of place in the 
news, but both academic research and popular accounts suggest 
that readers often have difficulty comprehending them or detecting 
if they are wildly incorrect [2, 4, 17, 30]. A solid understanding of 
magnitudes and measurements is important for voters, consumers, 
and policy makers [5, 10, 21]. 

An idea that was proposed and validated in the HCI literature 
is to improve the communication of unfamiliar measurements by 
expressing them through analogies, also known as perspectives [2, 
16, 18, 19, 34]. Perspectives employ reference objects that are broadly 
familiar to an audience and easy to understand and visualize. In 
the above examples, it might be difficult for someone in the U.S. to 
imagine 1.2 million hectares, but would have an easier time doing 
so if they were told that 1.2 million hectares is about half as large 
as New Jersey. The affected area in Greece in 2021 can be similarly 
expressed as about equal to the size of the city of Los Angeles. 
Finally, we can visualize the two million Americans without piped 
water by evoking the thought of the entire borough of Manhattan 
lacking piped water. 

While expressing unfamiliar measurements using helpful analo-
gies has been shown to improve reader comprehension [2], iden-
tifying which are the best reference objects for a particular mea-
surement remains a challenge. Prior approaches have relied on 
crowdsourcing reference objects and building domain-specific mod-
els for each national and linguistic audience [16, 19, 34]. While 
this can be effective for surfacing high quality reference objects, it 
can be difficult to scale such techniques to cover a wide range of 
measurements. Moreover, the characteristics of the crowd involved 
in the process may influence the types of reference objects that are 
generated. For example, a U.S.-based crowd may consider Manhat-
tan as a good analogy for two million people, but this analogy may 
not be as useful for audiences outside of the United States. A better 
analogy for French or European audiences might be Paris. Conse-
quently, adapting analogies to different audiences and cultures may 
require a separate crowdsourcing process for each audience. 

To address these challenges, we develop an automated approach 
to generating localized numerical analogies based entirely on open 
data sources. We do so by first constructing a large database of 
reference objects extracted from the Wikidata knowledge graph, 
which we make available for public use. For each of these refer-
ence objects, we collect relevance signals from several additional 
sources, including search activity, word frequencies, text embed-
dings, and Wikipedia traffic. We then evaluate a series of models 
using these signals to predict a small set of relevance judgements 
from U.S.-based crowd workers. Interestingly—and not at all ob-
vious a priori—in an ablation study we find that Wikipedia traffic 
alone is a reliable predictor of relevance, and that adding other sig-
nals does not significantly boost model performance. This allows us 

https://doi.org/10.1145/3613904.3642638
https://doi.org/10.1145/3613904.3642638
mailto:permissions@acm.org
mailto:jmh@microsoft.com
mailto:dgg@microsoft.com
mailto:s.spatharioti@gmail.com
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3613904.3642638&domain=pdf&date_stamp=2024-05-11


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Sofia Eleni Spatharioti, Daniel G. Goldstein, and Jake M. Hofman 

to use a single, simple model to localize analogies to new domains 
and new audiences without any retraining from human judges. We 
evaluate the approach on both a new domain (with U.S. judges) and 
with a new audience (French judges), finding that it performs well 
on these challenging, out-of-distribution tests. 

In the remainder of the paper, we first review the literature re-
lated to numerical analogies and using open data for relevance 
signals. We then present details of the dataset and model we con-
structed. We conclude with a discussion of key takewaways from 
our work, along with limitations and directions for future research. 

2 BACKGROUND 

2.1 Perspectives for Measurements 
An effective means to assist individuals in understanding unfa-
miliar measurements is through graphical representations [31] or 
Virtual Reality [22]. In our study, we translate unfamiliar measure-
ments using textual analogies. Despite their lack of visual appeal, 
these analogies can be effectively communicated through written 
or spoken language. 

Formulating easily comprehensible text analogies is a difficult 
task, necessitating an understanding of the qualities that make 
an object widely recognized as familiar and useful. Two primary 
strategies have been pursued thus far: one employs crowdsourcing 
to establish non-personalized reference objects, while the other 
generates individualized analogies via predefined rules. 

The first strategy is exemplified by the work of Barrio et al. [2], 
who devised a crowdsourcing method based on templates to elicit 
reference objects. The perspectives were used in series of studies 
demonstrating their ability to enhance the numerical comprehen-
sion of news stories. In a similar vein, Riederer et al. [34] proposed 
a statistical model for generating perspectives for population and 
area measurements. This model takes into account crowd partici-
pant estimates, the effect of multipliers (e.g., "half as large", "five 
times as large"), and object familiarity. More recently, perspectives 
have been employed to improve understanding of the carbon foot-
print associated with various travel options [29]. Crowdsourcing 
indeed holds potential for producing high-quality perspectives due 
to its ability to tap into a crowd’s collective sense of what is familiar 
and useful. Nonetheless, scalability issues arise with this approach, 
such as accommodating a broad spectrum of values and measure-
ments, or identifying suitable objects for diverse audiences not 
well-represented by crowd workers. Closer to our work, Hullman 
et al. [16] consider object and measure familiarity in generating re-
expressions, with familiarity determined using WordNet, ImageNet 
and crowdsourcing techniques. The crowdsourced generation of 
analogies using templates has also been explored in the field of 
explainable artificial intelligence [14], where the quality of analog-
ical properties has been conceptualized as relating to structural 
correspondence, relational similarity, transferability and helpful-
ness. Work in this area has noted both the difficulty of generating 
consistently high quality analogies through crowdsourcing, as well 
the subjective quality of the analogies themselves. As different peo-
ple prefer different analogies, there seems to be no one-size-fits-all 
solution. 

The second approach is exemplified by the work of Kim et al. [19], 
in which distances, for example, are contextualized using landmarks 

and points of interest relative to the reader’s location. In this ap-
proach, reference objects are sorted using a domain-specific model 
with a manually-specified ranking function. 

Our goal is to strike a balance between the non-personalized 
approach, which caters to a single audience, and the individualized 
approach, which may not always be viable due to insufficient user-
specific information. We aim to construct reference objects tailored 
to specific audiences or cultures. Instead of relying heavily on 
crowdsourcing for reference objects, we utilize it primarily to train 
a model that draws predominantly on open data sources such as 
Wikidata and Wikipedia. The resulting model can then exceed the 
capabilities of crowdsourcing in terms of both the number and 
variety of objects generated, and the diversity of audiences it can 
serve. 

2.2 Analogies for Statistical Indicators 
The use of analogies to improve understanding of statistical indica-
tors in the form of probabilities and percentages has been heavily 
explored in the literature. Barilli et al. explored communicating 
probabilities related to risk using verbal analogies [1]. In particu-
lar, they studied different levels of risk and the presence of verbal 
analogies in the form of the ball and urn example. Participants’ 
risk perceptions were reduced when using these analogies, due to 
a focus more on the re-expression (e.g., balls in an urn) than the 
original health related risk. These findings highlight the importance 
of carefully evaluating analogies in health settings to ensure they 
do not inadvertently backfire. 

Galesic and Garcia-Retamero surveyed participants across differ-
ent numeracy levels and countries of origin on their comprehension 
of risks [12]. Re-expressing consequences of health-related behav-
iors as increases or decreases in life expectancy led to higher recall 
levels, compared to using the probability of contracting a disease. 
Here, using analogies did not bias risk perceptions. Encoding and 
recall were both enhanced when information was easier to imagine. 

A separate set of studies related to [12] examined the effect of 
various analogies in risk comprehension through a series of exper-
iments [13]. Groups of people were tasked with rating analogies 
for similarity and familiarity. Different analogies were helpful for 
different audiences, and overall using analogies in difficult tasks 
improved the performance of high-numeracy participants in two 
countries examined. There was an interaction between numeracy 
skills and problem difficulty, pointing to potential negative effects 
of presenting analogies to people who already have a good under-
standing of the measurement. 

Analogies have proven useful in helping people understand sta-
tistical concepts. Martin [25] provides a comprehensive overview of 
a range of analogy strategies deployed to help students understand 
concepts such as statistical plots, variance, standardized scores, 
probability, distributions, hypothesis testing, and more. Kim et 
al. [18] test the effectiveness of analogies that put statistical effect 
sizes in perspective, focusing on ones that can be understood by a 
wide variety of people (such as comparisons of heights of people at 
various ages). 
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Figure 1: Example of a Wikidata Entry. Image by Charlie 
Kritschmar (WMDE) - Own work, CC0, https://commons. 
wikimedia.org/w/index.php?curid=49616867 

2.3 Relevance signals 
In this work, we study four different proxies for relevance: 
search volume, Google N-grams, text embeddings and Wikipedia 
pageviews, and generate perspectives using Wikidata entities. 
Search volume information via Google Trends has been utilized in 
linking public interest on biodiversity conservation efforts to zoo 
programs and the airing of an animated TV program from 2011 
to 2018 in Japan [11]. Information sourced from the Baidu search 
engine has also been explored for predicting popularity of table 
tennis players [24], while N-grams and embeddings have also been 
effective proxies for predicting the popularity of particular head-
lines [20]. We find that search volume, N-grams and embeddings 
are relatively ineffective for generating perspectives for numeri-
cal information, and identify specific drawbacks for each of these 
approaches. 

Wikipedia traffic is often triggered by events circulating in the 
media or social discussions [36], making it a potent tool for approx-
imating popularity and familiarity. Wikipedia pageviews have been 
extensively explored in a variety of settings [8, 28, 32, 37, 39, 40]. 
In addition, elements such as content diversity, cultural contextual-
ization and heterogeneous motivations exhibited across different 
Wikipedia language editions [15, 23, 27] hint at this signal’s poten-
tial for capturing audience-specific trends. Our work contributes to 
the literature on the power of Wikipedia pageviews. We find that 
this type of proxy can lead to better performance in generating 
helpful perspectives, and bears characteristics that make it partic-
ularly suitable for adapting perspective suggestions to different 
audiences. 

3 BUILDING A RELEVANCE MODEL 
The process of developing models for automatically generating 
localized perspectives consists of the following main steps: First, we 
construct a dataset of candidate reference objects that can be used to 
describe a variety of measurements. Next, we identify information 
that can be collected for these objects that may serve as proxies for 
helpfulness and familiarity. These proxies serve as the features of 

our model. Finally, we analyze the effectiveness and associated cost 
of the different proxies to narrow down the features for our final 
model. We consider only analogies that can be constructed using 
objects that are approximately the same size as the measurement, 
motivated by prior work on the effectiveness of multipliers of 1 
[34] on comprehension and accuracy. 

In what follows we describe everything in terms of English-based 
sources. In theory the same procedures can be conducted in other 
languages or for other cultures, but as we will show, the method we 
present alleviates the need for language- or culture-specific model 
development. 

3.1 Reference Object Candidates 
For identifying the initial dataset of candidate reference objects, 
we used Wikidata1 . Wikidata is a free, open-sourced knowledge 
base, that is actively maintained and verified by Wikidata users. 
Wikidata offers a standardized structure and an open API that can 
be used to retrieve entities with a wide variety of measurements 
recorded. In addition, Wikidata is multilingual, which allows for 
retrieving language-specific information, such as localized names, 
descriptions, and links to external resources, such as language 
specific Wikipedia pages. 

Using the Wikidata SPARQL API, we queried Wikidata for items 
that have some measurement attached. We initially focused on 
four core attributes; length, height, area and mass. For each core 
attribute, we constructed queries to fetch objects that may contain 
records for these attributes, in the form of different units.2 For each 
object, we captured the following information: 

• Object Name: The label (title) of the entity. 
• Wikidata ID: The unique Wikidata identifier of the entity. 
• Attribute: The attribute for which we have collected a mea-
surement, e.g. height, length, mass etc.. 

• Amount: The numerical value of the recorded measurement. 
• Unit: The reference unit for the recorded measurement. 
• Wikipedia URL: The Wikipedia page identifier linked to 
the Wikidata entity. 

• Instance: The class of which this Wikidata entity is recorded 
to be a particular example and member. 

• Countries: A list of countries (if any) attached to the entity. 
An example of a Wikidata entry can be found in Figure 1. Note 

that an individual Wikidata entry may have measurements for 
multiple attributes or even multiple measurements for a specific 
attribute. We treated cases of Wikidata entries with multiple 
attributes by creating individual records for each attribute. In cases 
where multiple measurements existed for a particular attribute, 
we picked the measurement with the highest rank or latest date, 
if a date was attached to the measurement. For the remaining cases 
with multiple measurements, we converted to the same unit and 
then picked the median measurement as the singular measurement. 
Finally, we rounded the measurements to two significant figures. 

1https://www.wikidata.org/
2To respect query limitations while retrieving as many objects as possible, we used 
different approaches such as sub-queries in ranges for each attribute and each different 
unit, and time limits. We note that we did not perform an exhaustive collection of 
Wikidata entities at this stage, but subsequently extended the database, as we describe 
later in the paper. 
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In order to further narrow down a subset of items that could be 
representative of potential candidates for reference objects, we em-
ployed the following strategies. First, we consolidated cases where 
instances referred to the same type of object, for example multiple 
different names of instances describing ships. We identified and 
excluded objects that belonged to very obscure and specific in-
stances, such as “hepogeum”, “sheep breed” etc. Our initial dataset 
contained a high amount of entries related to humans (28%), such 
as the weight of Lisa Kudrow. We exclude these entries from further 
analysis, as they would not be of specific value for use in perspec-
tives. Cleaning up and consolidating items resulted in a preliminary 
set of 39,532 Wikidata objects, belonging to 60 distinct Wikidata 
instance categories. 

3.2 Proxies for Relevance 
Having determined an initial set of candidate reference objects, we 
proceed to evaluate possible proxies for helpfulness and familiarity. 
We considered the following four main signals: 

• Search Volume (Bing): The estimated total number of avail-
able results when querying the object name via the Bing 
search engine API3 . 

• Ngram Counts (Ngram): Latest available Google Ngram 
Counts expressed as normalized frequencies. 

• Text Embeddings (BERT): Sentence Embeddings using 
SBERT Networks, using the paraphrase-mpnet-base-v2 
model [33]. 

• Wikipedia Pageviews (Wiki): The average number of 
monthly views of the English Wikipedia page of the item, 
and the number of years the Wikipedia page has been active. 

A clear benefit of using Search Volume information as a proxy 
for helpfulness relates to its broad coverage and large scale. How-
ever, such information is also associated with two major drawbacks. 
We refer to the first drawback as Entity Ambiguity: For two indepen-
dent entities with very similar or even identical names, discerning 
which of the information refers to which object can be very difficult. 
Consider Wikidata entities Q304 and Q474994115 as an example. 
The first refers to United States of America, the country, while the 
second refers to America, a 2016 sculpture depicting a fully function-
ing toilet made of solid gold by artist Maurizio Cattelan. Querying 
for the estimated total number of results for the second item may 
yield incorrect results, as some, or most pages may relate to the 
first entity. Mitigating entity ambiguity is especially challenging in 
“open-domain” tasks [9]. Search volume may also suffer from data 
quality issues, due to the nature of the metric (estimate). 

A second category we examine is Ngram Counts, via Google 
Ngrams. Ngrams offer access to a familiar, well-defined corpus 
of books. For this category, we look at Ngram frequency, i.e. the 
percentage of occurrences of a given reference object name, out of 
all possible n-grams of the same size. For simplicity, we examine 
the most recent Ngram frequency for each object. We used the 
American English 2019 corpus. We note that Ngrams may also suffer 
from Entity Ambiguity issues, and also have a medium computation 
cost. 

3https://www.microsoft.com/en-us/bing/apis/bing-web-search-api
4https://www.wikidata.org/wiki/Q30
5https://www.wikidata.org/wiki/Q47499411 

We further considered Text Embeddings as a potential proxy 
for helpfulness and familiarity, using the popular SentenceTrans-
formers BERT Python framework. We used the paraphrase-mpnet-
base-v2 pretrained model to encode each reference object into a 
list of 768 features. The high-dimensionality of text embeddings 
can offer a powerful solution that has been shown to have great 
performance in a variety of modeling tasks. However, we still have 
to deal with entity ambiguity issues, at a high computation cost. 

A final category we examined is Wikipedia Pageviews. More 
specifically, we calculated the average number of pageviews the 
Wikipedia article attached to the Wikidata entity received each 
month, across its entire life span. In contrast to the previous cate-
gories, Wikipedia pageviews offer a concrete solution to the Entity 
Ambiguity challenge, as there is a direct, disambiguated link be-
tween reference object and proxy, guaranteeing the highest level of 
precision. Another benefit identified relates to the ability to collect 
Wikipedia pageviews in multiple languages, based on the number 
of available articles. While this is possible, to some extent, in all 
previous methods, there are a relatively small number of languages 
supported by other methods (i.e., Google Ngrams is available in 
9 languages6 , Bing Search in 40 languages7 , and SBERT in ≈50 
languages8). On the contrary, Wikipedia benefits from a global 
network of contributors, spanning articles in 322 currently active 
editions9 . A comparison overview of all proxies can be found in 
Table 1. 

3.3 Model Fitting and Ablation Study 
With a database of reference objects and relevance signals, we pro-
ceeded to collect a small set of crowdsourced judgements to build 
and evaluate a series of relevance models. As collecting human 
assessments for the entire dataset of about 40,000 objects was in-
feasible, we aimed at creating a subset with some level of diversity 
and coverage in terms of objects. Specifically, we created a strati-
fied sample based on instance categories. For each of the distinct 
instance categories in our set (60), we selected the top 5 items in 
terms of popularity, as measured in Wikipedia average monthly 
views. This strategy minimizes issues arising from the presence of 
dominant categories in our original dataset (e.g. countries, states 
and cities for area), while also filtering out encyclopedic entries 
that could not realistically be used as perspectives. This process 
resulted in 300 reference objects as training examples. Examples of 
reference objects can be found in Table 2. 

To collect human assessments for these objects, we designed a 
task where we invited participants to rate reference objects for help-
fulness and familiarity. For helpfulness, we showed participants a 
sentence comparing a measurement to a reference object, and asked 
them to rate how helpful this comparison is for understanding the 
measurement, on a 1 through 5 scale, with 1 being “Not at all”, 
and 5 being “Extremely”. For familiarity, we asked participants to 
rate their familiarity with the measurement of the reference object, 
again on a scale from 1 to 5, with 1 being “Not at all” and 5 being 

6https://storage.googleapis.com/books/ngrams/books/datasetsv3.html
7https://learn.microsoft.com/en-us/azure/cognitive-services/bing-news-
search/language-support#supported-markets-for-news-search-endpoint
8https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
9https://en.wikipedia.org/wiki/List_of_Wikipedias 
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https://learn.microsoft.com/en-us/azure/cognitive-services/bing-news-search/language-support#supported-markets-for-news-search-endpoint
https://www.sbert.net/docs/pretrained_models.html#multi-lingual-models
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Type Source Pros Cons 

Search Volume Bing API 
• Broad Coverage 
• Large Scale 

• Entity Ambiguity 
• Data Quality Issues 

Ngram Counts Google 
Ngrams 

• Familiar, well-defined corpus • Entity Ambiguity 
• Medium computation cost 

Text Embeddings SBERT 
• Broad Coverage 
• High-Dimensional 

• Entity Ambiguity 
• High Computation Cost 

Wikipedia Pageviews Wikipedia 
• Precise Entities 
• Cross-Cultural • Medium-Low Computation Cost 

Table 1: Comparison of features explored for modeling helpfulness and familiarity. 

Figure 2: Results of Model Performance for all possible feature combinations. Error bars depict one standard error. We 
found that models containing Wikipedia information performed best overall, and that a simple model with just Wikipedia 
information had comparable performance to models with additional features. 

Attribute Reference Object Instance Category Measurement 

Area 
New York City City 470 square miles 
Rajaji National Park National Park 110 square miles 

Height One World Trade Center Skyscraper 1800 feet 
Milan Cathedral Church 360 feet 

Length 
Las Vegas Strip Street 4.2 miles 
Ever Given Ship 0.25 miles 

Mass Voyager 1 Space Probe 1800 pounds 
Quarter Coin 0.0097 pounds 

Table 2: Examples of candidate reference objects, for differ-
ent dimensions, as sourced from Wikidata. 

“Extremely”. We recruited 70 U.S. based participants through Ama-
zon Mechanical Turk, using the Masters qualification. Participants 
were paid $1.75 for completing the study. Participants were asked 

to rate 20 reference objects, randomly drawn from the pool of 300 
objects, to receive payment. For each object, we calculated helpful-
ness and familiarity scores as the median of all human ratings for 
that object. 

For the purposes of evaluating model features, we focused only 
on objects for which we were able to collect information for all four 
proxies and only considered reference objects for which we had 
received at least 3 ratings, resulting in a set of 245 objects. For gen-
erating rating predictions, we fit a cross-validated linear model with 
L1 regularization using the glmnet package in R. Search volume, 
Ngram counts, and Wikipedia pageviews were log-transformed 
to account for skew and then used as linear features in the corre-
sponding models, whereas BERT embeddings were used directly 
as linear factors. We compared all possible combinations of candi-
dates proxies (Bing, Ngram, BERT, Wiki) by conducting 100 random 
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training-test splits and averaging the Spearman’s rank correlation 
coefficient between predicted and human ratings. 

A summary of results can be found in Figure 2. Models with 
Wikipedia pageviews outperform models without them, as can 
be seen by comparing the left panel of Figure 2 to the right 
panel. Surprisingly, we also observed that a simple model with 
only Wikipedia information achieved comparable performance 
to models with additional features for both the helpfulness and 
the familiarity metrics, as shown by the relatively flat trends in 
the right panel of Figure 2. From this we concluded that Ngram, 
Bing and BERT information can be safely ignored, greatly sim-
plifying and lowering the transaction costs of the modeling pro-
cess. Finally, we average the helpfulness and familiarity pre-
dicted ratings into one model rating and re-fit a model over all 
of the labelled data, which we used for subsequent evaluations. 
The predictive model used for the remainder of this paper is 
glm: total_rating ~ log(wikipedia_page_monthly_views) 
+ log(wikipedia_page_active_years). 

4 MODEL EVALUATION 
To assess the effectiveness of our trained model, we conduct two 
sets of evaluation studies to answer: 

(1) How effectively does the trained model scale to different 
measurement types? 

(2) How effectively does the trained model tailor examples to 
global audiences? 

We use the same model throughout, trained on four measurement 
categories (area, mass, height, length) using Wikipedia pageviews, 
with no additional retraining. 

4.1 Measurement Adaptability 
To evaluate the model’s capabilities in covering a broad range of 
measurements, we consider two cases. First, we consider new mea-
surements, whose categories are known to the model, i.e. mea-
surements for area, mass, height and length. Second, we consider a 
separate category of measurements for which the model has not 
been trained on: measurements for populations. 

We proceed to create the following evaluation subset. For each 
of the 5 main measurement categories, we define 5 amount bins 
to sample objects from. This ensures our resulting subset covers 
a broad range of amounts across all measurements. For each bin, 
we picked the top object in the 100𝑡ℎ , 67𝑡ℎ and 33𝑟 𝑑 model rating 
percentile respectively. to represent high, medium, and low quality 
analogies. This ensures our evaluation subset consists of objects 
of variable quality. This process yielded a total of 5 × 5 × 3 = 75 
analogies. 

We published a HIT on Amazon Mechanical Turk to collect hu-
man ratings for these analogies, aiming for 20 ratings for each item, 
using the same interface described in the previous section. We re-
cruited 100 U.S. based participants, using the Masters qualification 
as an additional quality measure. Participants were paid $2.5 for 
completing the study. Similar to the model rating, we defined the 
human rating of an object as the combination of the average help-
fulness and familiarity scores. We plot the relationship between 
Model and Human ratings by attribute in Figure 3 and measure 
performance using Spearman Rank Correlation (𝜌). 

4.1.1 Results. Despite the relatively small set of human judge-
ments on which it was trained and the simple feature set used, our 
model achieved an overall 𝜌 = 0.77. Looking at individual attribute 
categories, we observed that population, the category for which 
we effectively had no training samples, performed quite well at 
𝜌𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 0.83, highlighting the ability of the approach to gen-
eralize to new domains. Examples of good perspectives generated by 
our model include New York City and United Kingdom (Figure 3e). 
Our model is able to effectively filter out lower rated objects such as 
Kashiwazaki and Benton. We found the second highest performance 
when generating perspectives for area, with 𝜌𝑎𝑟 𝑒𝑎 = 0.80. The per-
formance for height and mass was 𝜌ℎ𝑒𝑖𝑔ℎ𝑡 = 0.79 and 𝜌𝑚𝑎𝑠𝑠 = 0.74 
respectively. Finally, we saw the lowest performance in length, 
with 𝜌𝑙 𝑒𝑛𝑔𝑡 ℎ = 0.64. We do, however, note our model’s ability to 
highlight the top rated items (Figure 3d). 

4.2 Audience Adaptability 
Modeling helpfulness and familiarity using Wikipedia information 
offers a potentially crucial advantage. Wikipedia is a cross-cultural, 
globally accepted knowledge base, with over 322 currently active 
editions, in multiple languages. This core characteristic allows ac-
cess to an additional level of granularity for our model design, as 
we are able to collect pageviews for a Wikidata entity depending on 
the different available Wikipedia editions. Hence, we may be able 
to model familiarity and helpfulness of an object across different 
countries and cultures. 

In this section, we explore the effectiveness of our model towards 
adapting to different audiences, by examining crowd preferences 
between the U.S. and France. More specifically, we designed a task 
in which participants from both countries were presented with a 
measurement and two reference objects, and asked to pick the one 
that would be most helpful to them in understanding the measure-
ment. For each measurement, we picked the choices to reflect the 
top ranked reference object tailored for each audience, by generat-
ing ratings using our model based on the Wikipedia edition most 
closely related to that audience (i.e. English Wikipedia for U.S. and 
French Wikipedia for France). 

To generate a reasonable list of measurements for this study, 
we again applied a stratified sampling strategy to ensure broad 
measurement coverage. We split each attribute in 5 bins, and for 
each attribute-bin pair we selected the measurement with the most 
objects in our Wikidata pool, resulting in 5 × 5 = 25 potential 
measurements (e.g. mass of 2100 pounds, height of 11000 feet etc.). 
To determine the top reference object per audience for each mea-
surement, we first retrieved Wikipedia pageviews for all potential 
reference objects in our pool that could be used to describe this 
measurement. We then used our model to generate two rankings for 
each object, one for the French audience using the French Wikipedia 
pageviews, and one for the U.S. audience using English Wikipedia 
pageviews. We broke ties, determined as objects having overlap 
in their confidence intervals, by prioritizing objects with a direct 
relation to the target audience (using the “country” property in 
Wikidata) first, and generated rating second. Finally, we eliminated 
measurements for which the top suggestion for both audiences was 
the same, resulting in a set of 16 measurements. 
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(a) Area (b) Height 

(c) Mass (d) Length 

(e) Population 

Figure 3: Results of the measurement adaptability evaluation study, organized by measurement type. X axis shows model 
rating. Y axis shows human ratings. Color indicates object quality category based on model generated rankings. Overall, the 
model is able to distinguish low from medium and top quality objects, in accordance to human assessments. 

A screenshot of the task can be found in Figure 4. Experiment 
text was translated in French for the French participants, and trans-
lations were validated by external proofreaders. To further ensure 
location truthfulness, we deployed additional measures, in addition 
to available qualifications for location and language. We disabled 

auto-translate and auto-select for all pages in the experiment, and 
asked participants to self identify whether they have lived at least 
10 years, and are currently living, in the location they have been 
recruited from. We also asked participants to self report their local 
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(a) US (b) FR 

Figure 4: Interface for the two different audiences. Participants were asked to choose the most helpful reference object for 
understanding a given measurement, with each option representing the top ranked suggestion from our model for each 
audience. Left: United States, right: France 

Figure 5: Participant preferences per audience. 

time. Participants whose timezone did not align with the recruit-
ment audience target, and whose responses revealed they were not 
currently living and/or have not lived at least 10 years in the target 
location were removed from the analysis. Both the order of tasks 
and the order of the two options within each task were randomly 
shuffled for each participant. 

We pre-registered our analysis10 prior to running our study. 
We recruited 150 participants in total, 75 US participants and 56 
French participants through UHRS via Clickworker, and 19 French 
participants through Amazon Mechanical Turk. Participants were 
paid $2 for completing the study. 

4.2.1 Results. A breakdown of responses by audience and per-
spective type can be found in Figure 5. We found that in both 
cases, participants significantly preferred the model suggestions 
that were tailored to their specific audience, with U.S. based par-
ticipants choosing U.S. specific perspectives 80% of the time, and 
French participants choosing French perspectives 59% of the time. 

We conducted a mixed effects logistic regression, with fixed 
effects for the location of the participants (whether they are non-U.S. 
or U.S.), and random effects for the participants and the questions, 
which revealed a statistically significant fixed effect of the audience 

10https://aspredicted.org/c97ya.pdf 

location on the likelihood of choosing the non-U.S. option (p< 
0.001). The estimated probability of non U.S participants choosing 
the non-U.S. perspective option, across all comparisons was 61.3% 
(SE = 0.0464, 95% CI [0.52, 0.70]) and the estimated probability of 
choosing the U.S. perspective option was 16.5% (SE = 0.0278, 95% 
CI [0.12, 0.23]). 

Looking at the preference per specific measurement (Figure 6) 
offers additional insights into the effectiveness of different reference 
objects. For example, for a mass of 2,100 pounds, our model suggests 
an automobile manufactured by a U.S. company for U.S. audiences, 
and a French automobile for French audiences. Our study results 
reveal that participants strongly prefer the automobile that is closer 
to their region. We also observed the presence of references that 
may be useful across multiple audiences, such as using Hawaii 
for describing an area of 11,000 square miles. Hawaii is a globally 
known and popular travel destination, which is reflected in the 
percentage of responses for both audiences. 

Of course it could be the case that while people prefer culturally 
tailored perspectives, such perspectives do not actually provide 
a sizeable boost in comprehension. To investigate this, we ran a 
followup study with 47 U.S.-based participants, testing their ability 
to estimate the quantities in Figure 6. We randomly assigned partic-
ipants to see either all 16 of the U.S.-based references or all 16 of the 
France-based references and asked them to estimate each (e.g., the 
length of the Brooklyn Bridge in one condition or the length of the 
Pont de Normandie in the other). Figure 8 in Appendix A shows the 
result. U.S. participants who saw French reference objects were off 
by about a factor of 10 from the true values, whereas those who saw 
U.S. reference objects were only off by about a factor of 4. The latter 
is on par with best accuracy achieved in previous perspective-based 
estimation studies (see Figure 5 in [34] for comparison). 

5 DISCUSSION 
We summarize our findings in the following key takeaways: 

An automated, low complexity, open-data model was em-
pirically found to surface highly-rated perspectives: Overall, 
we find that we can effectively surface helpful analogies from large 
troves of encyclopedic information from open-source knowledge 
base systems such as Wikidata. Our feature evaluation revealed 
that a simple model using just Wikipedia information is just as 
powerful as including more complex and higher cost features, such 
as search volume and Google n-grams. 

https://aspredicted.org/c97ya.pdf
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Figure 6: Measurement specific preferences by audience. For each presented measurement (Y axis), the breakdown of preferences 
for the two given options is depicted on the left for the French participants, and right for the U.S. based participants. Color 
denotes the audience adapted, model generated top ranked reference object, i.e. White House is the top ranked object when 
adapting to U.S. audiences and Airbus A380 is the top choice when adapting to French audiences. 

The model can adapt to additional measurements without 
retraining: The model we developed in this work was relatively 
small, with training data on ratings of about just 300 objects, across 
4 main attribute categories: area, height, length and mass. However, 
we found that our model is capable of generating rankings for 
additional dimensions, without requiring any retraining. In our 
evaluation study (Section 4), we found the highest performance 
in generating analogies for population, a category that was not 
present in the training data. 

Wikipedia traffic can aid in creating more inclusive experi-
ences: In addition to its ability to scale to different dimensions, we 
also evaluated our model’s effectiveness towards scaling to different 
audiences. In our cross-audience study (Section 4.2), we found that 
participants significantly preferred the analogies that were tailored 
for their audience, highlighting the capacity of our model towards 
creating inclusive experiences. This result was achieved without 
requiring any retraining of the model; the sets of rankings for U.S. 
and France were both generated using the same base model, and 
simply adjusting the Wikipedia information according to each re-
spective audience. Therefore, scaling to different audiences simply 

requires acquiring Wikipedia monthly views once for each audi-
ence of interest, and then using the same base model to re-rank 
candidate objects accordingly. 

Existing knowledge bases need additional information to 
identify helpful reference objects: While our model achieved 
good performance overall, we still observed a relative struggle in 
ranking reference objects for length (Figure 3d). This result may be 
due to the fact that knowledge bases tend to contain large amounts 
of technical or obscure information that may not be useful for our 
application. For example, we found that Wikidata has records for 
many different small highways and roads that may not be useful 
for generating perspectives. On the contrary, measurements for 
more everyday objects, such as the length of a queen-sized bed, 
the weight of an orange, or the volume of a microwave, are most 
often not present in Wikidata despite being potentially useful for 
generating perspectives. Our findings highlight the potential for 
supplementing perspectives generated using our model with tar-
geted crowdsourcing efforts to provide additional information. 

5.1 Limitations & Future Work 
In this work, we utilize a core characteristic of popular open-source 
knowledge bases such as Wikidata and Wikipedia, which is its 
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multilinguality. With an active global network of contributors rig-
orously verifying and maintaining entries, we are able to access 
322 currently active editions as of September 202311 . Nonetheless, 
there still lies a challenge in further discerning audiences. For exam-
ple, English Wikipedia pageviews most likely contain traffic from 
people across the world and not just English speakers. In addition, 
it is currently not possible to distinguish pageview statistics at a 
country level, for countries whose native language is the same, that 
is, to distinguish pageviews for the U.S. versus the U.K., or Portugal 
versus Brazil. Therefore, additional audience information may be 
needed to ensure more fine-grained audience adaptability. Similar 
challenges are also identified in [39] and [37]. One such feature 
that we would like to explore is proximity to the user, similar to 
Kim et al. [19], for differentiating suggestions between countries 
whose first language is the same (e.g., surfacing Valencia for peo-
ple in Spain and Chihuahua for people in Mexico when putting 
a population of 800,000 into perspective). Prior work has shown 
that geographically tailoring perspectives within a large country 
like the U.S. was not particularly effective relative to other strate-
gies [34], however geographic tailoring between countries sharing 
a language merits investigation. 

We evaluated the initial potential of our approach towards read-
ily adapting to different audiences (Section 4.2) by examining 
the effectiveness of our approach on two separate countries, the 
United States of America and France and utilized two versions of 
Wikipedia with a sizeable difference in available information. There 
are about 59 million Wikipedia pages written in English, while 
French Wikipedia pages are about 13 million. Although our results 
highlight that Wikipedia information can be an effective proxy for 
helpfulness when generating audience-specific perspectives, the 
varying levels of availability of such information across different 
Wikipedia editions must also be considered. For example, at the 
time of writing, there were 13 million pages written in French, yet 
only about 660,000 in Greek. Lack of coverage in Wikipedia articles 
for some languages may lead to gaps in generating perspectives for 
different measurements for under-represented groups. In addition, 
even within an audience for which adequate Wikipedia data can 
be identified, it is important to consider the presence of different 
sub-populations, and how potential biases in the data could impact 
the model’s suggestions. Potential future steps in addressing these 
issues could be: to incorporate targeted crowdsourcing within dif-
ferent audiences in order to recover culturally relevant items that 
may be missing, to present a range of perspectives instead of a 
singular item, and to present a variety of multipliers (e.g. twice the 
size of Lisbon to describe a population of 1 million for people in 
Portugal). The above challenges open up exciting future work in 
evaluating our approach in a coordinated effort spanning multi-
ple countries and regions, to further assess performance, identify 
strengths and weaknesses, areas of improvement, whether a need 
for retraining or crowdsourcing arises and more. 

In our work, we employed an additional rank tie-breaking layer, 
by favoring reference objects with direct association to the audience 
we were adapting the rankings for. This was done by utilizing 
Wikidata’s country property (P17) for each entity. However, we 

11https://meta.wikimedia.org/wiki/List_of_Wikipedias 

note that other types of region information that can be attached to 
certain objects may further improve adaptability. 

A challenge in assessing the effectiveness of various features in 
a model that automatically generates perspectives lies in the subjec-
tive concepts of helpfulness and familiarity, which require collecting 
many human ratings for individual items. As our main goal was 
to develop a solution that automatically generates rankings and 
collecting human ratings for thousands of reference objects would 
be infeasible, we opted to explore the feasibility and effectiveness 
of models with a small training set. Indeed, we find that although it 
utilizes a small training set, our resulting model is able to adapt both 
to different measurement types and different audiences (Section 4). 
To reduce the number of training labels needed, we used a stratified 
sampling approach that is based on selecting items across different 
instances, therefore focusing on ensuring enough diversity of types 
of objects in our set, which could also offer some relative variety in 
proxies (e.g., countries may be generally more popular than roads). 
We are also interested in exploring the impact of other stratified 
sampling approaches, such as random selection, as well as increased 
training size on the effectiveness of our approach. 

We note that the initially compiled database of candidate objects 
was not a exhaustive list of entities present in Wikidata, due to 
limitations in querying Wikidata. In addition, some level of pre-
processing was required to further filter out entities that could not 
realistically be considered as candidates for use as perspectives. 
Such pre-processing was necessary due to the encyclopedic nature 
of knowledge base systems like Wikidata, that serve as central 
repositories of structured data, and are therefore organized in mul-
tiple layers. For example, there are 222,162 humans in Wikidata for 
whom there exists a height measurement, however, Barack Obama’s 
height, which is highly likely to be top ranked by our model due 
to Wikipedia traffic, cannot realistically be considered a helpful 
perspective for 2 meters. However, this pre-processing was mainly 
conducted in considering a viable subset of reference objects for 
which collecting human assessments (a process that can be costly 
and time consuming) was meaningful, and is not required every 
time a new audience is considered. 

Another limitation of utilizing knowledge bases such as Wiki-
data is that we are potentially missing common objects that are 
encountered in everyday life, which can be highly effective for 
generating perspectives for specific measurements. This absence 
is caused by the fact even though such objects exist in Wikidata, 
general measurements for them are not often recorded. Examples 
of such objects include things like a queen size mattresses (length), 
a microwave oven (volume), a school bus (capacity in people), a wa-
termelon (weight) etc. These objects are however likely to surface 
via crowdsourcing methods, suggesting potential in supplementing 
wikidata data for broader coverage. To achieve this, a crowdsourcing 
task can be designed in the future in which participants can suggest 
items for various measurements and provide links to corresponding 
Wikipedia pages, making it possible for our model to generate rank-
ings. In addition, our model does not currently adapt depending on 
the context surrounding a measurement, or depending on person-
alized preferences. Future work can explore combining different 
techniques that use context, audience, and personal preferences 
when generating tailored perspectives. 

https://meta.wikimedia.org/wiki/List_of_Wikipedias
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Figure 7: Perspectives Tool. Given a specific measurement, 
e.g. area of 200 square miles, a list of the top ranked reference 
objects within 20% of the given measurement is returned. 

As our primary aim was to build a model for automatically gen-
erating individual perspectives, we chose not to show multiple 
perspectives at once. However, we envision a system capable of 
combining multiple perspectives generated from our model. This 
opens up promising avenues for learning which combinations could 

lead to the most significant gains in comprehension and recall. Fac-
tors that could be explored include: the number of perspectives to 
show, the ratio of audience-tailored perspectives to global ones, and 
the number of multipliers to display. In this work we chose to use 
1:1 perspectives, motivated by prior work that has found them to be 
the most effective [34]. However, multipliers of .5 or 2 were found 
to be second best, suggesting potential rewards for introducing 
them in combinations that expand the choice set for the user. We 
are currently working on an interactive tool for accessing a curated 
set of helpful perspectives for a variety of measurements (Figure 7). 

5.2 Ethical Considerations 
All human subjects studies involved in this work were reviewed 
and approved by the institutional ethics review board. Data sourced 
from the Wikidata open knowledge base to be used as candidates 
for perspectives are available under the Creative Commons CC0 
license (public domain). We view our work as a promising step 
towards creating more inclusive experiences, as audience-aware 
perspectives can facilitate reasoning with numbers at a more global 
stage. We note that as our model uses Wikipedia traffic as a proxy 
of familiarity, it is possible for certain items that could be deemed 
not suitable to still be ranked higher over other items, for example 
specific weapons, necessitating an additional step of curation. We 
reviewed and excluded such cases in our pre-processing stages. 

6 CONCLUSION 
We present a model for automatically generating numerical per-
spectives; helpful analogies that can be used to re-express com-
plex numerical information to make it easier to understand. Our 
Wikipedia-based model is able to generate comparable rankings to 
human assessments at a relatively low cost, compared to more com-
putationally complex approaches like crowdsourcing. In addition, 
the model is able to successfully adapt suggestions for different au-
diences without incurring the costs of re-training. Our findings also 
highlight the importance of open sourced platforms like Wikipedia 
as a source of cross-cultural data. 

Following the encouraging results identified in our evaluation 
studies, we undertook a more systematic collection of reference 
objects sourced from Wikidata across five measurement types (area, 
length, height, mass, population) and subsequently collected Eng-
lish Wikipedia information for all of them. Adapting this set to 
other audiences simply requires collecting Wikipedia information 
for the corresponding edition article, which can be easily retrieved 
from Wikidata using the Wikidata identifier. We release for pub-
lic use and further research an updated dataset of over 400,000 
Wikidata items with measurements and model ratings based on the 
English Wikipedia information. A curated subset will also be made 
available through our interactive tool. 

In recent years there has been growing interest in how CHI 
can become more international and inclusive [38]. We hope this 
work will enable the global HCI research community to create tools 
that will make complex numerical information comprehensible and 
accessible to great numbers of people worldwide. This aligns with 
the field’s emphasis on inclusivity and demonstrates how open 
source data and models can bridge cultural and linguistic barriers. 
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A ESTIMATING AUDIENCE SPECIFIC 
PERSPECTIVES 

Figure 8: Results from the follow-up study on estimating 
quantities described in Section 4.2. In the study, 47 online 
participants were instructed that they would be estimating 
quantities that they may or may not be familiar with. All 
the participants were based in the U.S. and were randomly 
assigned to estimate the measurements of either the U.S. or 
French reference objects found in the 16 rows of Figure 6. Par-
ticipants were shown a set of possible answers that spanned 
the ground truth and chose the one they believed to be clos-
est to it. Answer choices for a given row in the table were 
the same across conditions and the ground truth values are 
roughly equal across conditions as well. The order of the 
questions was randomized for each participant. We com-
pute error as follows, adopting the approach of [6, 34]. For 
each estimate, we take the absolute value of 𝑙𝑜𝑔10(estimate) 
- 𝑙𝑜𝑔10(ground truth), then take the mean of these values by 
condition. Finally we raise 10 to the power of the mean of 
each condition. This error metric expresses the multiple by 
which the average estimate is incorrect. Error bars are +/- 1 
standard error. Participants who saw French reference ob-
jects were off by about a factor of 10 from the true values, 
whereas those who saw U.S. reference objects were only off 
by about a factor of 4, which is on par with prior estimation 
accuracy studies. 
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