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A B S T R A C T   

In recent years, researchers in several scientific disciplines have become concerned with published studies 
replicating less often than expected. A positive side effect of this concern is an appreciation that replicating other 
researchers’ work is an essential part of the scientific process. To date, many such efforts have come from the 
experimental sciences, where replication entails running new experiments, generating new data, and analyzing 
it. In this article, we emphasize not experimental replications but data analysis replications. We do so for three 
reasons. First, experimental replication excludes entire classes of publications that do not run experiments or 
even collect original data (e.g., archival data analysis). Second, experimental replication may in some cases be a 
needlessly high bar: there is great value in replicating just the data analyses of published experimental work. As 
data analysis replications require a lower investment of resources than experimental replications, their adoption 
should expand the number and variety of scientific reproducibility studies undertaken. Third, we propose that 
teaching undergraduate students to perform data analysis replications will greatly increase the number of rep-
lications done while providing them with research experience that should inform their decisions to pursue 
research or to attend graduate school. Towards this end, we provide details of a pilot program we created to 
teach undergraduates the skills necessary to conduct data analysis replications, and include a case study of the 
first set of students who completed this program and attempted to replicate the data analyses in a widely-cited 
social science paper on policing. In addition, we present a summary of ten additional data analysis replications 
carried out entirely by students in a university course.   

1. Introduction 

Recently, researchers across the sciences have been concerned that 
the results of published studies replicate less often than expected (Begley 
& Ioannidis, 2015; Maniadis, Tufano, & List, 2017; Shrout & Rodgers, 
2018). This realization has presented the scientific community with both 
the challenge and the opportunity of improving how reproducible sci-
ence should be done. A good deal of progress has already been made in 
this direction in terms of increasing the reliability and verifiability of 
published work. 

For instance, many researchers have adopted the practice of pre- 
registration, which amounts to publicly declaring the design and ana-
lyses of a study (e.g., hypotheses to be tested, experimental 

manipulations to be studied, and statistical tests to be run) before con-
ducting it (Nosek, Ebersole, DeHaven, & Mellor, 2018). Publicly 
declaring the plans for a study forces researchers to think about these 
technicalities before any data are collected or analyzed, which can 
reduce (and ideally eliminates) the type of data-dependent decision 
making that can otherwise lead to high false discovery rates (Kerr, 1998; 
Simmons, Nelson, & Simonsohn, 2011). It also has the benefit of 
enabling reviewers and consumers of a study to easily check if the study 
was executed as planned, which helps to distinguish between explor-
atory and confirmatory research (Gelman & Loken, 2014; Nosek et al., 
2018). 

Standards have also improved around how research results are 
shared with the community. For example, some journals now require 
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authors to submit research materials such as data and analysis code with 
their publications, making it easier for others to check, verify, and 
expand upon their work.1 Other outlets leave this as optional, but 
reward authors with badges or provide similar incentives for submitting 
reproducible work.2 In addition, improvements in software engineering 
practices, open source software tools, and computational infrastructure 
have made it easier than ever for authors to share their work in a way 
that is convenient for others to consume. 

The hope is that these practices will eventually become common-
place, leading to more credible original findings and early identification 
of problematic results. In the meantime, however, there is a good deal of 
existing research that does not adhere to these standards, making it 
difficult to assess the reliability of previously published work. Often 
readers are only presented with claims and not the data or code that 
produced them. 

A natural solution to this problem is to independently repeat the 
entire procedure specified in the paper and check to see if similar results 
are obtained. There have been notable recent efforts to do so, mainly in 
fields such as experimental psychology where replications involve 
running entirely new versions of previously described experiments 
(Open Science Collaboration, 2015). Experimental replications require 
recruiting new participants, collecting new data, and following the 
original analysis plan. These replication projects are impressive, but are 
also costly and relatively difficult to scale as they require the time and 
expertise of highly trained researchers who, for instance, have access to 
a funded participant pool and are experienced in running experiments.3 

Less attention, however, has been paid to reproducing the results of 
non-experimental work, for instance from research that relies on pub-
licly available surveys or observational data. There is an abundance of 
empirical, non-experimental papers, and reproducing their results has a 
much lower barrier to entry compared to reproducing experimental 
work. Given publicly available data, in principle all one needs to 
reproduce data analyses and results is access to and training with stan-
dard software packages to recreate the analysis plan in the original 
work. So in theory there should be a large number of data analysis 
replications—many more so than experimental replications—but in 
practice there are many fewer. Why is this the case? The blessing and 
curse of data analysis replications is that they require less skill and 
expertise than experimental replications, and ironically this may be 
exactly why they are not encouraged or rewarded by the academic 
research community. 

It is our conviction that there should be more attempts at replicating 
data analyses. What would it take to get the scientific community to 
embrace them? Replications could come as a result of journals and 
research institutions rewarding this type of work, and there has been 
some progress in this direction, but it is safe to say that venues currently 
prioritize other research activities over data analysis replications. Here 
we suggest an alternative approach that recognizes that, given the cur-
rent incentives in academic research, it may be difficult to get estab-
lished researchers to undertake data analysis replications. Instead we 
propose a solution that relies on a large pool of individuals who could 
aid in this effort, and who would benefit from doing so in the process: 
undergraduate students. 

Data analysis replications seem particularly well suited to 

undergraduate instruction. There is a sizeable overlap in the skills 
needed to perform data analysis replications and the skills that we aim to 
teach students at the undergraduate level, specifically in statistics, the 
social sciences, and computer science. And whereas it might be difficult 
to incentivize established researchers to work on data analysis replica-
tions, it is relatively straightforward to incentivize undergraduates to do 
so by simply assigning data analysis replications as class projects. Not 
only is this an effective way to reinforce the skills that students are 
already being taught, but it also offers students a unique perspective on 
research and encourages them to think critically about the scientific 
process. The result of such a program would be a scalable mechanism for 
vetting scientific studies with benefits for both researchers and students 
alike. 

The plan of this paper is as follows. First, we more precisely define 
what we mean by data analysis replications and distinguish them from 
similar efforts to replicate published work. Next, we give an overview of 
a training program we piloted to teach students the skills needed to 
perform data analysis replications. As a case study, we report on the 
students’ attempt to replicate a paper on disparities across racial groups 
in police use of force, discussing challenges faced along the way and 
lessons learned for generalizing the program to a larger audience. To 
show that our proposal is applicable to a wide set of studies, we present 
an overview of ten additional data analysis replications undertaken as 
course projects. Finally, we propose a best practice of “checkpointing” 
for data analyses, which we borrow from the field of computer systems 
research and conclude with some of the insights we gained from 
observing students conduct data analysis replications. 

2. Data analysis replications 

What do we mean by a data analysis replication? Before answering 
this question, we should note the point of this article is not to debate the 
semantics of different terms used to categorize replication attempts, 
among which there is a good deal of confusion and disagreement 
(Christensen, Freese, & Miguel, 2019; Goodman, Fanelli, & Ioannidis, 
2016; Nosek & Errington, 2019; Patil, Peng, & Leek, 2019; Plesser, 
2018).4 We also do not wish to suggest that data analysis replications are 
an entirely new concept. In fact, there has been growing interest in 
various kinds of data analysis replications over the past few years 
(Homer & Kneib, 2013; Simmons & Nelson, 2019). However, because 
this category of work typically receives less attention than other kinds of 
replications, our purpose is primarily to promote data analysis replica-
tions as an effort worth undertaking, and to provide advice on carrying 
them out. 

To clarify the terms we will use going forward, by a data analysis 
replication we mean an attempt to verify the claims of a paper by writing 
new analysis code that follows the methods in the paper with the original 
data used by the authors. As shown in Fig. 1, this is more involved than a 
reproducibility check that simply amounts to having a third party run 
the authors’ same analysis code on the original data from the paper. It is 
also distinct from and less involved than experimental replications, 
which require running an entirely new experiment, collecting new data, 
and conducting a new analysis on this newly collected data. Data analysis 
replications are an instance of “verification” according to the termi-
nology of Christensen et al. (2019), who define verification as using the 
same data and “focusing on repeating procedures”. Since the latter is 
underspecified—one could “verify” many different aspects of a paper (e. 
g., data collection, experimental protocol, etc.), a data analysis repli-
cation specifically refers to repeating the data analysis of a paper. 

1 See, for instance, the data policies for PLOS One (https://journals.plos.or 
g/plosone/s/data-availability) or the American Economic Review (https:// 
www.aeaweb.org/journals/policies/data-code/). 

2 See, for instance, badges awarded for computer science work by the Asso-
ciation for Computing Machinery (https://www.acm.org/publications/policie 
s/artifact-review-badging) and the Open Science Framework (https://osf.io/t 
vyxz/wiki/1.%20View%20the%20Badges/).  

3 There are, however, a few notable efforts to engage undergraduates in re- 
running entire experiments in lieu of more experienced researchers (Button, 
2018; IJzerman, Brandt, & Grahe, 2018). 

4 Here we use the definitions of reproducibility and experimental replication 
provided by the American Statistical Association (Broman et al., 2017) that 
have become commonplace, but these differ slightly from the definitions used 
by the National Science Foundation (Companion Guidelines on Replication & 
Reproducibility in Education Research, 2018). 
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Data analysis replications apply to a broader range of scenarios than 
both reproducibility checks and experimental replications. For instance, 
data analysis replications apply to work that relies on archival data in 
addition to datasets generated from experiments. Data analysis repli-
cations are important when the focus is not on the data-generating 
components of a study, but rather on the analyses which treat the 
source data as given. As we demonstrate with the case studies that we 
present later in this paper, undertaking a data analysis replication and 
writing new analysis code to follow an existing analysis plan can expose 
discrepancies and other issues that simply re-running existing analysis 
code might not reveal. 

Another important distinction is between data analysis replications 
that start with source data and those which start with summary statis-
tics. For instance, Bergh and colleagues (Bergh, Sharp, Aguinis, & Li, 
2017) attempted to replicate the empirical findings of 88 papers but 
started with summary statistics published in papers (e.g., means, stan-
dard deviations, and correlations), as opposed to starting with source 
data and attempting to reproduce these summary statistics. While theirs 
is a valuable approach, and the only viable approach when source data 
are not available, our approach allows one to discover mistakes that 
might have occurred earlier in the analysis process. Clearly, different 
approaches to data analysis replication focus on different stages of the 
scientific process. 

Fig. 2 is a simple flowchart to help determine whether a data analysis 
replication is possible in a given situation. The main requirement for a 
data analysis replication is an existing source dataset. This can come in 
two forms. The first is a well-documented, interpretable dataset from the 
authors themselves. If this is not available—or if one wants to check any 
decisions the authors may have made in deriving their own version of 
the dataset—it may be the case that well-documented data are available 
from another source. For instance, the paper might rely on publicly 
available census data from the government or from data that can be 
obtained through other online databases or APIs. From here, if there is 
interpretable code available from the authors that runs in a new envi-
ronment, an exact data analysis replication is not necessary; one can 
simply re-run the existing code to see if results are reproduced, or look to 

the code to understand any details of the analysis in more depth than 
might be described in the paper. In all other cases, a data analysis 
replication is possible. 

Ideally, every paper would include well-documented data and 
interpretable, easy-to-run, and correct code, making data analysis rep-
lications largely unnecessary. Unfortunately, it is often the case that 
neither data nor code are made available, and most publication outlets 
do not require them. The next most common case is that source data are 
available, but that the corresponding code is either unavailable or 
difficult to understand or re-run due, for example, to broken software 
dependencies.5 We are concerned with the case in which one must write 
independent code based on the methods described in the paper. 

Data analysis replications are primarily focused on verifying past 
claims, but also leave room for critical thinking and robustness checks. It 
may be of interest to examine how sensitive a previous result is to the set 
of analysis choices made in arriving at that claim (Gelman & Loken, 
2014; Hofman, Sharma, & Watts, 2017; Silberzahn et al., 2018). For 
instance, perhaps the authors used a particular statistical method to test 
a hypothesis, but upon re-implementing this analysis it becomes 
apparent that the data do not adhere to certain criteria required for the 
test (e.g., an ANOVA was done with non-normally distributed residuals). 
Likewise, it could be the case that changing the way a particular concept 
is operationalized—for example, by changing how a continuous variable 
is discretized, or modifying a model specification (Simonsohn, Simmons, 
& Nelson, 2015)—leads to qualitatively different findings than the 
original paper. Finally, one can ask if the independent, dependent, and 
proxy variables recruited to make an argument about a construct are 

Question

Hypothesis

Study Design

Experimenter

Data

Analysis Plan

Analyst

Code

Estimate

Claim

Original
Study

Reproducibility
Check

Data Analysis
Replication

Experimental
Replication

Compare to Original

New

Same as Original

Compare to Original

New

Same as Original

Fig. 1. A figure following Patil et al. (2019) to 
define what we mean by a data analysis replica-
tion. The first column depicts the stages of an 
original study. The second column defines a 
reproducibility check, where nearly everything is 
identical to the original study, but a third party 
analyst runs the original code provided by the 
authors on the original data to check results. The 
fourth column depicts an experimental replica-
tion, which requires an entirely new experiment, 
new data collection, and new analysis. The third 
column defines a data analysis replication, which 
sits between a reproducibility check and experi-
mental replication in terms of effort because it 
leverages the original data but requires a new 
analyst to write new code to check the original 
claims in the paper. Note that an “experimenter” 
is depicted in the reproducibility check and data 
analysis replication columns, but is not strictly 
necessary, as these apply to non-experimental as 
well as experimental work.   

5 For an interesting example of this, see (Liu & Salganik, 2019), where 12 
papers were submitted to a special issue that used the same dataset, agreed 
upon in advance, and only 7 could ultimately be run by the organizers due to 
problems with software dependencies and package versions, even after a 
considerable time investment in resolving these issues. Even when one can run 
the code, it is often the case that the code is poorly documented and difficult to 
understand, leading to little additional insight over reading the manuscript 
alone. 
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appropriate (Dalton & Aguinis, 2013; Ketchen, Ireland, & Baker, 2013) 
and could imagine coding new analyses with more suitable variables. 
These scenarios are certainly relevant but our recommendation is that 
data analysis replications should focus first on doing exact replications 
of previous claims—following the methodology specified in a paper-
—and only then check the robustness of claims to various choices made 
in the analysis process. Having laid out what we mean by data analysis 
replications, we will now relate experiences working with students to 
carry them out. 

3. Piloting a training program with undergraduates 

In this section, we discuss our experience piloting a substantial data 
analysis replication project with undergraduates. The project was part of 
the Microsoft Research Data Science Summer School (DS3),6 which is 
aimed at increasing diversity in computer science and related fields. DS3 
consists of four weeks of coursework followed by four weeks of work on 
an applied research project. The students were eight undergraduates 
who had a background in programming and familiarity with introduc-
tory probability and statistics. They had an interest in research before 
joining DS3, but most of them had not completed an original research 
project before doing so. This manuscript is jointly co-authored by both 
the instructors and the students from the 2019 DS3 program. 

The first four weeks of the program were used to ensure the students 
had the skills that they would need to conduct a data analysis replica-
tion. This included tools for doing collaborative, reproducible research 
such as: the Unix command line for automated scripting; git and Github 

for version control; R for data analysis and statistics; and R Markdown 
for literate programming. To reinforce collaborative coding and good 
software engineering practices, the instructors used the repository 
hosting service Github to organize the course material, and the students 
used Github to submit all of their work as well.7 

The students also learned concepts from statistics and machine 
learning ranging from introductory topics like expectations, variance, 
and statistical tests to more advanced concepts such as regression, 
classification, overfitting, and regularization. The statistics curriculum 
was based on simulations rather than asymptotic tests to emphasize 
conceptual understanding over rote memorization or procedural 
execution (Diez, Barr, & Cetinkaya-Rundel, 2014; Yakir, 2011). Students 
were exposed to the ongoing replication crisis in several fields, high-
lighting prominent examples of how flawed practices have led to unre-
liable results. 

During these first four weeks, the students completed assignments 
that reinforced these topics while also gradually building their abilities 
to do data analysis replications. For instance, after they learned 
exploratory data analysis in R—i.e., how to tabulate and plot large 
datasets—they were asked to replicate the results of a published paper 
that required only these skills, with results that were known to repli-
cate.8 Later on the students conducted a more involved replication 
assignment that required more effort in terms of obtaining and cleaning 
the data, and for which the conclusions of the paper were more sensitive 

Fig. 2. A flow chart to determine if a data analysis replication is possible given information about the original data and code used in a paper. If well-documented data 
are available from either the authors or another source, the authors provide code, the code runs without modification, and the code is interpretable, a data analysis 
replication is not strictly necessary but can still be done. In all other cases where data are available, a data analysis replication is possible. 

6 http://ds3.research.microsoft.com. 

7 https://github.com/msr-ds3/coursework.  
8 https://github.com/msr-ds3/coursework/tree/2019/week2#the-anato 

my-of-the-long-tail. 
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to the particular analysis choices made by the authors.9 The students 
read about past replication attempts and the types of critiques that have 
been made around brittle results in the past (Coupe, 2018; Open Science 
Collaboration, 2015). All of this gave them a chance to think critically 
about published work, which was a substantial change from the 
textbook-based approach to statistics and statistical thinking they had 
seen in the past. 

Upon successfully completing these assignments, the students not 
only had a thorough understanding of the underlying material, but it 
was also clear that they were capable of carrying out data analysis 
replications. This was achieved during the course of four weeks, with 
approximately two hours of lecture each weekday morning and several 
hours of independent exercises each afternoon. All of this is to say that it 
is entirely feasible to teach undergraduate students to do data analysis 
replications in a relatively short amount of time (e.g., a one semester 
course). 

4. Case study: Replicating “An Empirical Analysis of Racial 
Differences in Police Use of Force” 

The students spent the last four weeks of the summer program 
replicating and extending the analyses in an academic paper—“An 
Empirical Analysis of Racial Differences in Police Use of Force” (Fryer, 
2019)—referred to as the “Policing Study” hereafter. We selected this 
paper because it was a widely-read paper that was also an ideal candi-
date for a data analysis replication. It not only met all of the re-
quirements for a data analysis replication (see Fig. 1), but also used 
relatively simple methodology that seemed straightforward to imple-
ment and check, relied on two publicly available datasets,10 and con-
tained more than 100 pages between the main text and extensive 
appendices. Importantly, it also included code which enabled us to 
attempt the replication before and after looking at the author’s code. 

In short, the data analysis replication amounted to obtaining, 
cleaning, and recoding publicly available datasets, checking descriptive 
statistics on these datasets, and using them to perform a series of logistic 
regressions on features derived from them. This seemed deceptively 
simple, and the students estimated that they would complete the repli-
cation within a few days, after which they planned to spend several 
weeks working on robustness checks and extending the paper’s original 
results. 

In practice, however, completing the data analysis replication turned 
out to be much more complicated than expected and took several weeks 
itself, mainly for reasons that centered around how the original data 
were cleaned and transformed into independent variables. These chal-
lenges came despite the extensive documentation in the paper and its 
appendices but also uncovered issues that might not have been clear 
without undertaking a data analysis replication. It was only after the 
students gained access to the original authors’ code that they were able 
to resolve some of these issues. 

In what follows, we organize the challenges and discrepancies that 
the students faced into four categories, based on the stage of analysis 
they pertain to: raw data, featurization, statistical modeling, and inter-
pretation. Raw data refers to the content and summary properties of the 
original data used by the study, prior to any manipulation or synthesis. 
Featurization refers to the manipulation of this data (e.g., encoding 
categorical values) to generate features that can be used for statistical 
modeling. Statistical modeling refers to the methods used to fit statistical 
models (e.g., logistic regression) on the featurized data. Interpretation 
refers to how the results of the fitted models are interpreted and 

communicated in the paper. 
Raw data. The Policing Study analyzed two publicly-available 

datasets. The first are police-reported encounters from New York 
City’s Stop, Question, and Frisk program (Stop and Frisk hereafter), a 
program running from 2003–2019 that allowed NYPD officers to stop 
and question a pedestrian, and then possibly frisk them for weapons or 
contraband. The dataset includes information about civilian race, 
characteristics of the encounter, and the degree and type of force used, 
ranging from placing hands on a civilian to hitting them with a baton.11 

The second dataset is the Police-Public Contact Survey (PPCS hereafter), 
a survey of a nationally representative sample of civilians conducted by 
the Bureau of Justice Statistics every three years from 1996–2015. The 
dataset includes civilian reports of interactions with the police, some of 
which also involved force.12 Both datasets are available for download 
from the corresponding program’s website. 

Since the datasets spanned multiple years, the students had to 
download and combine multiple data files, one for each year. In this very 
simple act alone, discrepancies began to arise. The students counted a 
total of 4,982,825 datapoints in the Stop and Frisk dataset and a total of 
409,678 datapoints in the PPCS dataset; in contrast, the Policing Study 
counted 4,982,925 datapoints (0.002% more) and 426,000 datapoints 
(3.8% more), respectively. The data files of some years had missing 
columns and mismatched column names compared to the data of other 
years; several columns had values that were nonsensical (e.g., civilian 
ages greater than 200 or civilian race labeled as “male”); and some 
values were inconsistent across the years. 

Though seemingly trivial, these discrepancies added significant 
overhead and uncertainty to the replication process. The Policing Study 
did not provide details about how they handled these discrepancies or 
cleaned the data; as a result, the students spent a considerable amount of 
time experimenting with different cleaning methods to match the 
number of datapoints in the original study. The students contacted the 
respective government programs to inquire about possible changes to 
the raw data, but these contacts confirmed that the data had not been 
changed and the totals computed by the students were accurate. The 
consequence of this was that every downstream discrepancy encoun-
tered during the replication process carried with it the uncertainty in the 
possibility of being caused by discrepancies in the raw data. This added 
substantial debugging overhead to the replication process. 

Although the students did not have access to the cleaning process or 
the cleaned data, the Policing Study provided summary statistics in the 
appendix of various categorical values such as civilian race, character-
istics of the encounter, and type of force used. Due to the tiny fraction of 
missing datapoints in the Stop and Frisk dataset, the students were able 
to replicate all but a few of the summary statistics. The PPCS dataset 
suffered from a larger fraction of missing data, causing challenges in 
replicating a significant number of summary statistics. 

Featurization. After cleaning the raw data to the best of their abil-
ities, the students used their cleaned data to derive the features (inde-
pendent variables) used by the Policing Study to fit statistical models. 
Some of these features mapped directly to the raw data values, but 
others had to be interpreted and encoded based on the raw values, 
leading to another source of discrepancies. In the Stop and Frisk dataset, 
the students had trouble encoding civilian age and race. For example, 
the Policing Study encoded “White Hispanic” as “Hispanic” but encoded 
“Black Hispanic” as “Black”, which was not explicitly documented in the 
manuscript. 

Featurizing the PPCS dataset was more problematic. The dataset 
used a varying number of columns to describe race across the years: for 
example, the 2005 dataset used 2 columns while the 2011 dataset used 
12. No details were provided in the manuscript for how to encode race 
consistently across the years. Another feature used by the study was a 9 https://github.com/msr-ds3/coursework/tree/2019/week2/ngrams, 

following Chapter 2 Exercise 6 in Salganik (2017).  
10 The paper contains analyses that rely on two additional datasets, but these 

datasets were not publicly available, so we could not attempt a data analysis 
replication with them. 

11 https://www1.nyc.gov/site/nypd/stats/reports-analysis/stopfrisk.page.  
12 https://www.bjs.gov/index.cfm?ty=dcdetail&iid=251. 
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categorical variable encoding stops as either “traffic stop” or “street 
stop” based on the reason for stopping. The raw data had 15 different 
reasons for stopping, but no mapping was provided between them and 
the two categories. The reasons ranged from ones that were clearly 
traffic stops (e.g., “involved in traffic accident”), clearly street stops (e. 
g., “jaywalking”), either/or (e.g., “bike violation”), or seemingly 
orthogonal (e.g., “seeking information”). The consequence of these 
discrepancies is that the students remained unconfident about several of 
the features they used in the next stage of the analysis, statistical 
modeling. 

Statistical modeling. The Policing Study performed a series of lo-
gistic regressions to relate police use of force (encoded as a yes/no 
variable) to different sets of features, showing the effect of controlling 
for these sets of features on whether force was used. The series of re-
gressions are summarized in the rows of Fig. 3, beginning with race as 
the only control variable, and then adding civilian demographics, 
encounter characteristics, civilian behavior, and so on. The regression 
procedure was sufficiently well defined that the students were able to 
perform it without much difficulty. 

The columns of Fig. 3 show the estimates from the Policing Study for 
the Stop and Frisk dataset (top) and the estimates derived by the stu-
dents (bottom). Although none of the estimates replicated exactly, the 
trends observed were similar to those found in the study. The first col-
umn (“white mean”) represents the percentage of stops of white civilians 
that involved use of force (the study calculated 15.3%, the students 
calculated 16.1%). The remaining columns report the odds ratios for 
different races relative to the white mean. As more controls are added, 
the discrepancy between races diminishes but does not disappear 
completely. This replicates the Policing Study’s primary finding, that 
black and hispanic civilians are more likely to experience police use of 
force than white civilians, even when controlling for different context 
variables. The students obtained similar data analysis replication results 
for the PPCS data. 

As discussed earlier, the discrepancies in the regression estimates can 
partly be explained by discrepancies in the raw data, the data cleaning 
process, and the featurization process. However, another source of error 
could arise from the specific implementation of logistic regression used 
by the students versus the original study. Accounting for implementa-
tion differences in modeling packages can be resolved by providing 
access to the source code and the same code execution environment as the 
original study. Containerization technologies like Docker (Liu & Salga-
nik, 2019) can be used to facilitate this kind of replication. 

Interpretation. Having approximately reproduced the modeling 
results in the Policing Study, the students next thought about inter-
preting these results. In particular, one oddity in the table is that the 
columns show two very different types of quantities related to proba-
bilities, which can lead to confusion. Specifically, the first column of the 
first row shows the average probability that a white civilian in the dataset 
experienced use of force—given as 0.153, or 15.3%—while the 
remaining columns give the odds ratios for civilians of other races to 
experience use of force (e.g., 1.534 for black civilians, from the second 
column of the first row of Table 2).13 The paper uses these odds ratios to 
make statements about the relative likelihood of use of force—e.g., 
“Blacks are 53 percent more likely to experience any use of force relative 
to a white mean of 15.3 percent”—derived by comparing the estimated 
odds of 1.534 for black civilians to a hypothetical odds ratio of 1.0, 
which would indicate that white and black civilians have the same odds 

of experience use of force. 
In discussing this with the students, it became clear that the paper 

compared odds ratios for black and white civilians, but presented the 
result as if these were risk ratios (i.e. ratios of probabilities). This is a 
common issue in communicating the output of logistic regression ana-
lyses, and can result in potentially misleading statements about relative 
probabilities, especially as the absolute value of the underlying proba-
bilities becomes large (Davies et al., 1998; McNutt, Wu, Xue, & Hafner, 
2003). To determine the actual probability ratio, the students used the 
fitted model to compute the probabilities that civilians of each race 
would experience use of force. For black civilians, this probability is 
21.8%. Comparing this to the average of 15.3% for white civilians yields 
a ratio of 1.42, or a 42% higher probability for black civilians to expe-
rience use of force compared to white civilians. While a 42% higher 
probability for black civilians compared to white civlians is still an 
alarmingly large difference, we were quite surprised to learn of this 
discrepancy in what became the main abstract-level finding of the paper 
and was subsequently quoted in several major news outlets (Ehren-
freund & Guo, 2016). 

4.1. Comparing to the authors’ code 

After the students completed their replication attempt we gained 
access to the authors’ original source code, which was located behind a 
paywall that was previously inaccessible to us. Despite having the full 
manuscript and appendix that totaled more than 100 pages, we were 
unable to resolve some of the discrepancies between the results of our 
replication attempt and the original paper until we gained access to this 
code. Surprisingly, even then some differences remained. 

For instance, having access to the code helped in resolving the 
interpretation of odds ratios mentioned above. Without the code, it was 
unclear if it was raw odds ratios that were reported in the text or if these 
were mean marginal effects, in which case the interpretation would have 
been different. This was a source of confusion that slowed down the 
replication study, but it showed the students that the interpretation of 
results is an important part of assessing a paper’s replicability. 

Access to the code also resolved the sizeable difference in the number 
of observations in the PPCS data between our replication attempt and 
the original paper. Upon seeing the code it became clear why the 
Policing Study had 27,000 more observations than ours did, which came 
down to a difference in how files were formatted across years. In 
particular, in 1999, people were asked about both traffic stops and other 
stops, whereas in other years they were asked only about their most 
recent stop. Counting traffic stops and other stops separately in 1999 
resulted in our dataset having 425,903 observations, which is much 
closer to the approximately 426,000 observations reported in the pub-
lished paper. 

At the same time, if we had access to the authors’ code in the first 
place and did a reproducibility check by simply re-running the code, we 
might not have uncovered some of the issues that we found by doing our 
own data analysis replication. This is an important benefit of data 
analysis replications over more standard reproducibility checks, even 
when the original code for a paper is available. 

4.2. Reproducible replication results 

In an effort to make our own work reproducible, we have created a 
Github repository with all of the materials necessary to repeat our an-
alyses.14 This includes scripts to download the raw data from its original 
sources, code to clean the raw data according to the methodology used 
in the Policing Study, and code to fit and analyze the corresponding 
models. Our code is documented and contains a “Makefile” that runs all 
of these analyses. 

13 As a reminder, odds are computed by comparing the probability that an 
event occurs to the probability that it does not occur (i.e., o(event) =

p(event)
1− p(event)), 

and odds ratios compare the odds for one event to another (e.g., o(force|black)
o(force|white)). This 

is not the same as the corresponding probability ratio (e.g., p(force|black)
p(force|white)). In 

particular, odds ratios provide an overestimate of probability ratios (Davies, 
Crombie, & Tavakoli, 1998). 14 https://github.com/msr-ds3/stop-question-frisk. 

J.M. Hofman et al.                                                                                                                                                                                                                             

https://github.com/msr-ds3/stop-question-frisk


Organizational Behavior and Human Decision Processes 164 (2021) 192–202

198

To facilitate reproducibility, our code specifies all software packages 
required to run the code, along with version numbers of the packages 
that were used at the time this manuscript was written. In the future, we 
plan to containerize the code in an environment that will automatically 
provide these packages, to make reproducibility checks even easier for 
future researchers (Liu & Salganik, 2019). Although we have not 
implemented all of the best practices prescribed by prior work, there 
currently is no universal standard for which (subset of) practices should 
be implemented in which scenarios. The goal of our work is not to set 
such a standard, but instead to emphasize the value of data analysis 
replications and convey what we have learned from them. 

A particularly useful aspect of our code is that it creates “check-
points” of the datasets and results after each stage of the data analysis 
replication. This allows the analyst to check their work after each stage 
of the replication before proceeding to the next. It also has other 
important benefits, motivating us to propose it as a best practice for 
reproducibility later on in the paper. 

5. Data analysis replications of ten additional papers 

Complementing the data analysis replications discussed above, we 
present here a summary of ten additional data analysis replications 
performed by undergraduates and masters students as the final project 
in a semester-long course on computational social science at Columbia 
University in 2019. Replications were done in groups of three or four 
students. Each group covered a different paper chosen from disciplines 
ranging from economics, political science and law to computer science. 
The outcome of these replication attempts confirmed that undergradu-
ate students are capable of carrying out independent data analysis rep-
lications. Table 1 provides information about each paper along with a 
summary of the challenges faced by each group, with further details of 
the replication attempts provided in Table 2.15 

For each of these papers we document issues that the students faced 
in replicating the results of the corresponding paper, showing similar 
challenges to those faced in replicating the Policing Study. For instance, 
several teams had difficulty getting access to the original datasets used 
in a paper, as they were either no longer available or were available in 
some modified or less detailed format. The most common issue that 
arose across replication attempts was dealing with what data to include 
or exclude in the analysis. In some cases, this issue was due to unspec-
ified procedures for dealing with outliers or dataset imbalance, while in 
other cases it involved observations being implicitly dropped during 
regression analyses because of missing values for some covariates. Once 
datasets were obtained, the process of cleaning and coding them pre-
sented challenges as well. For example, the students were uncertain 
about how exactly the original authors operationalized time-based 
variables in mixed-effects models. 

Ultimately students were able to resolve the majority of these issues 
and replicate many of the results they sought to reproduce, at least 
qualitatively if not exactly. This, however, misses the even more 
important point that the students had the necessary skills to undertake 
these replication attempts in the first place, regardless of the outcome of 
each attempt. While each group faced challenges, nearly all of them had 
to do with the paper or dataset itself, as opposed to the students’ own 
errors. In examining these replication reports in detail, we found only 
one group that clearly introduced their own error (by misunderstanding 
how to calculate Gini coefficients) as opposed to uncovering existing 
ambiguities or issues with the original paper or data. 

As part of these replication attempts, students also spent time trying 
to extend and think critically about the results published in each paper, 

Fig. 3. Results of the logistic regression from Table 2 of the Policing Study (left) and our attempt to replicate these results (right). The first column of the first row in 
each table gives the estimated unconditional average proportion of white civilians in the Stop, Question, and Frisk dataset that experienced use of force from a police 
officer. Following the presentation in Fryer (2019), the remaining cells give the odds ratios for civilians of different races to experience use of force compared to white 
civilians. Columns give these odds ratios for different races, and rows correspond to increasingly complex sets of control variables to try to eliminate confounds. We 
note that our estimates are roughly in line with the original estimates, and discuss the subtle interpretation of these results i.n the main text. 

Table 1 
Challenges faced by students in ten other data analysis replications as part of an 
undergraduate course.  

Paper Data 
availability 

Missing 
data 
and 

outliers 

Data 
coding 

and 
cleaning 

Statistical 
methods 

Interpretation 

Depken 
(2000) 

Fearon and 
Laitin 
(2003)   

Collier and 
Hoeffler 
(2004)  

Leskovec 
et al. 

(2010)  

Choi and 
Varian 
(2012) 

Muchlinski 
et al. 

(2016)    

Cattaneo 
et al. 

(2009)  

Davidson 
et al. 

(2017) 

Clauset 
et al. 

(2015)    

Penney 
(2016) 

15 A full report of each replication attempt can be found here: http://modeli 
ngsocialdata.org/lectures/2019/05/17/final-project-reports-2019.html. 
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which raised questions about the assumptions underlying statistical 
analyses, issues in how analyses were carried out, and concerns about 
the interpretation of results. For example, students found that a paper 
that claimed to do out-of-sample testing of predictive models—fitting a 
model on a training set and testing it on a held-out test set—mistakenly 
tested the model on the training data instead of the test set, as was 
independently reported by established researchers who sought to 
replicate the same paper (Neunhoeffer & Sternberg, 2019). Others had 
concerns surrounding the assumptions necessary for natural experiment 
analyses. For instance, one team found that authors had made an “as-if 
random” assumption in the assignment of different housing units to a 
government program, but a simple logistic regression could predict 
whether a housing unit would (or would not) be assigned to the program 
based on the features of the home significantly better than chance. 
Several teams also found differences between the (statistical) signifi-
cance of results claimed in a paper and the practical importance of the 
findings. In some papers, despite statistically significant coefficient es-
timates, the corresponding models were found to have very limited 
predictive power (Ward, Greenhill, & Bakke, 2010), whereas in others, 
effects that held over the time period studied in the paper did not endure 
when examined over longer time frames. 

Considering these challenges alongside those faced in the Policing 
Study, we see a fairly consistent pattern: undergraduates are more than 
capable of undertaking data analysis replications, and having them do so 
raises interesting questions about different parts of the data analysis 
pipeline, providing an opportunity to simultaneously educate students 

Table 2 
Details of each replication attempt.  

Paper Main question addressed in 
paper 

Insights from students’ 
replication attempt 

Depken (2000) Should baseball teams invest 
in a few star players or 
instead focus on minimizing 
wage disparity across its 
players? 

Exact data were not available, so 
a secondary data source was 
used; it was difficult to 
determine exactly which 
observations were included in 
analysis and unclear how certain 
covariates were operationalized 
(e.g., fixed effects for years); 
despite these issues, students 
reported qualitatively similar 
results; extension shows results 
are similar for alternative 
measures of wage disparity, but 
that the models have limited 
predictive accuracy 

Fearon and 
Laitin (2003) 

What factors explain if a 
country is at risk of civil war? 

Students found an error in the 
coding of the dataset provided 
by the authors, but were able to 
address the issue and reported 
that the stated results replicated 
exactly; the fitted models were 
found to have relative low 
predictive power 

Collier and 
Hoeffler 
(2004) 

What causes civil wars? It was unclear how certain 
variables were operationalized 
(e.g., fixed effects for time) and 
students found that observations 
were implicitly dropped as more 
and more variables were 
including in the modeling 
process, but they reported 
qualitatively similar results; 
predictive checks again yielded 
limited results 

Leskovec et al. 
(2010) 

How well can one infer 
whether a social relationship 
has a positive or negative 
affinity? 

Datasets were provided by the 
authors, but summary statistics 
differed somewhat from what 
was reported in the paper; 
replicating revealed that some 
data were implicitly excluded 
from the analyses; predictive 
performance of models had the 
same qualitative trend, but did 
not match the original paper in 
overall level; extension showed 
decreased predictive 
performance over longer time 
periods 

Choi and 
Varian 
(2012) 

How good of a proxy is search 
data for real-world activity? 

A version of the data were 
publicly available, but differed 
from what was used in the paper 
due to different normalization 
and time granularity; students 
reported qualitatively similar 
results but no exact numerical 
agreement; extension showed 
decreased predictive 
performance over longer time 
periods 

Muchlinski 
et al. (2016) 

How well do different models 
do in predicting civil war? 

Impossible to determine train/ 
test split for data because of 
missing random seeds and split 
ratio; original paper mistakenly 
evaluates performance on the 
training (instead of test) data; 
feature importance analysis 
showed the same variables, but 
in different order; both the type 
of model and the features used 
in them changed, making it 
difficult to isolate which 
accounts for performance 
differences  

Table 2 (continued ) 

Paper Main question addressed in 
paper 

Insights from students’ 
replication attempt 

Cattaneo et al. 
(2009) 

What were the effects of a 
government program to 
improve living conditions in 
low income areas on health 
and happiness? 

Students found some issues with 
how missing values were dealt 
with, but results replicated quite 
closely once these were 
resolved; details of statistically 
methodology were not clear 
upon closer inspection, 
extension showed that some 
assumptions necessary for the 
natural experiment analysis may 
not hold; predictive power of the 
models was somewhat limited 

Davidson et al. 
(2017) 

How well can one automate 
detection of hate speech vs. 
offensive speech? 

Some issues getting the original 
data (pointers to tweets that 
were subsequently deleted) but 
students reported that results 
mostly replicated; found that 
authors did not use a true held 
out test set in evaluating 
performance; extension showed 
that explicitly dealing with 
dataset imbalance improved 
results over original results 

Clauset et al. 
(2015) 

How does academic hiring 
vary with gender and 
institutional prestige? 

Many results replicated 
successfully using author- 
provided data, students had 
conceptual difficulty calculating 
Gini coefficients; extension 
included predictive model with 
similar results to descriptives 
reported in the paper 

Penney (2016) Did the revelation of online 
surveillance by the US 
government result in fewer 
visits to sensitive topics on 
Wikipedia? 

Original data source was no 
longer available, alternative was 
used; dealing with outlier 
removal affected results; 
students reported that some 
parts of the paper replicated 
while others did not; an 
extension looking at a longer 
timespan of the data shows 
subtleties in interpreting the 
results  
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and improve the quality of published research. 

6. Proposed best practice: Checkpointing 

We develop a technique for enhancing reproducibility based on our 
experience replicating the data analysis of the Policy study and the 
studies in Table 1. The idea is to create checkpoints, or “snapshots” of the 
data and derived results at various points during the replication process. 
Checkpoints allow an analyst to check their work incrementally, isolate 
and debug discrepancies effectively, and perform replications in paral-
lel. Our use of checkpointing is inspired by a common technique in 
database systems for tolerating failures (Gray & Reuter, 1992), and is 
distinct from the practice of code versioning for workflow reproduc-
ibility as suggested by Christensen et al. (Christensen et al., 2019). As we 
noted earlier, data analysis replications involve writing new analysis 
code, not running the same analysis code written by the authors. 
Checkpointing facilitates the writing of this new code, by making the 
replication process more modular and efficient. 

In a database system, checkpoints are used to increase the efficiency 
of fault tolerance and recovery. The system is modeled as a deterministic 
state machine that starts at an initial state and processes a sequence of 
commands in a particular order (Schneider, 1990). If a failure occurs, 
the system can be recovered by starting from the initial state and 
replaying the commands in the same exact order (assuming the com-
mands have been persistently logged). If we periodically checkpoint 
(and log) the system’s state, however, then recovery can be completed 
much more quickly, by initializing the system with the most recent 
checkpoint and only replaying the commands that occurred after that 
checkpoint. Checkpoints thus increase the efficiency of failure recovery. 
They can also be used to isolate and debug problems in the system: if the 
system is correct at checkpoint i but not at checkpoint i + 1, then a 
problem must have occurred while processing commands between i and 
i + 1. 

In a data analysis replication, the original analysis is the “system”, 
the analysis steps are the “commands”, and the “state” is the data and 
derived results. Just like in a database system, the commands manipu-
late the system’s state—in this case, the analysis steps manipulate the 
raw data to generate derived data and results. Thus, by adopting the 
practice of checkpointing, the authors of a study can periodically save 
the state of their analysis. For example, the raw data can be saved as the 
first checkpoint, the cleaned data can be the second checkpoint, the 
summary statistics and featurized data can be the third, and so on. By 
recording these checkpoints and including them as part of a data/code 
release, the authors can greatly facilitate data analysis replications of 
their work. In particular, checkpoints allow a data analyst to perform an 
analogous set of tasks to the failure recovery tasks described above; a 
“failure” in our setting is a discrepancy in the replication process. Sup-
pose checkpoints C0,C1,…,Cn are provided as part of a study’s release. 
Using these checkpoints, a data analyst can perform the following tasks:  

1. Resume replication from the most recent checkpoint if/when a 
discrepancy occurs, rather than starting from the beginning (C0). In 
general, replication can be performed between any pair of check-
points Ci and Cj, e.g., if the analyst wishes to only replicate a subset of 
the analysis.  

2. Isolate a discrepancy to a single checkpoint period, enabling faster 
debugging. If a replication is consistent up to Ci but not up to Ci+1, 
then one of the analysis steps between Ci and Ci+1 is the likely cause 
of the discrepancy.  

3. Replicate different parts of the analysis in parallel. By starting/ending 
at disjoint checkpoint periods, multiple analysts can simultaneously 
replicate disjoint parts of the analysis. 

The third task is particularly conducive to a replication setting, 
where the goal is to replicate all parts of a data analysis: replicating 
disjoint checkpoint periods in parallel can greatly speed up the repli-

cation process. (In a database systems setting, the goal is typically to 
recover the system to the latest state, which typically requires only the 
most recent checkpoint.) Using checkpoints, we can parallelize a data 
analysis replication over multiple analysts (e.g., multiple undergraduate 
students in our program) as follows. The first student replicates the 
analysis from C0 to C1, the second student replicates from C1 to C2, the 
third from C3 to C4, and so on—all in parallel with each other. Fig. 4 
illustrates this process. As the figure shows, the checkpoints act as the 
“interfaces” along which individual pieces of the data analysis replica-
tion connect to form the entire replication. 

What information should the authors capture in a checkpoint, and 
how often should checkpoints be generated? A checkpoint should 
contain data and derived results that are independent of the analysis 
code written by the authors; in other words, it should be portable across 
different analysis scripts. This is because a data analysis replication in-
volves writing new analysis code that attempts to replicate the check-
point. Thus, besides formatting differences in the output of the new and 
original analysis codes, the contents of a checkpoint should be 
straightforward to compare across different analysis codes that generate 
it. A good candidate for the initial checkpoint is the raw data, which is 
typically provided by the authors (or publicly available) and hence 
replicable by definition. The next checkpoint could be a snapshot of the 
data after it has been cleaned; new analysis code is already required to 
replicate this checkpoint. The next checkpoint could be summary sta-
tistics and features encoded from the cleaned data, and so forth. 

The granularity at which checkpoints are generated by the authors 
affects the ease and efficiency of data analysis replications. The finer the 
granularity, the closer a data analyst can check their replication work 
against the original study, the replication can be parallelized over more 
analysts, and discrepancies can be isolated to a smaller number of 
analysis steps. However, generating a checkpoint after every data 
transformation is clearly impractical for both the authors and the analyst 
performing a data analysis replication. Fig. 4 shows an example where 
two checkpoints are generated during the data cleaning stage instead of 
just one. This reflects our experience from replicating the Policing Study 
and the studies in Table 1, where the most common replication issue that 
arose was dealing with missing data, outliers, and other data cleaning 
artifacts. Consequently, one conclusion of our data analysis replications 
is that more checkpoints are needed during the data cleaning stage. 
Since checkpoints should be independent of the analysis code that 
generated them, a data analysis replication can contribute new check-
points to a study in between the existing checkpoints provided by the 
authors (or by a previous data analysis replication). For example in 
Fig. 4, checkpoint 1 may have been contributed by a data analysis 
replication that found the leap between checkpoints 0 and 2 to be too 
large. 

7. Conclusion 

We promote the practice of conducting data analysis replications. 
Compared to experimental replications, data analysis replications invite 
more types of publications to be replicated because they are not limited 
to studies that collect new data. In addition, data analysis replications 
can be applied to the data gathered from experimental papers and be of 
great value. Because they require less time and money than experi-
mental replications, data analysis replications should broaden the set of 
people who can participate in replication work and increase the number 
of replication projects overall. 

While data analysis replications are simpler than experimental rep-
lications, they are nonetheless substantial research projects that should 
be valued by the scientific community. Though it might seem at first 
glance that data analysis replications could be carried out quickly, we 
have shown through a case study of a month-long replication of a well- 
documented recent paper (along with ten additional data analysis 
replication examples) that many obstacles can stand in the way of such 
efforts. This was made particularly clear by the way the replication was 

J.M. Hofman et al.                                                                                                                                                                                                                             



Organizational Behavior and Human Decision Processes 164 (2021) 192–202

201

attempted, both before and after looking at the author’s published 
analysis code. For example, one obstacle was having to speculate how 
variables were coded according to the author’s description in the text. 
Another was getting basic counts (e.g., row counts, type counts) to 
match published tables, sometimes because of missing data. A third 
obstacle was getting fitted model coefficients to match those in pub-
lished tables and understanding how the authors interpreted these re-
sults. Without looking at the author’s code, we were able to get numbers 
that came close to the published ones, but which did not match exactly. 

Performing these analyses led to insights that would not be apparent 
to a typical reader of the published work. For instance, some of the 
public data (upon which the original analysis was based) were incom-
plete in certain years, and this affected model estimates. In addition, 
some of the public data were inconsistently coded across years, which 
required subjective judgments in the analysis phase and also impacted 
estimates. Furthermore, we learned that a key conclusion of the original 
work was based on a non-standard way of communicating risk. Specif-
ically, an event in the Policing Study that was stated to be 53% more 
likely was found to be only 42% more likely in the replication. The 
difference was attributable to the author writing about what is "more 
likely" in terms of odds ratios instead of probability ratios. 

While we could have arrived at some of these insights by inspecting 
the author’s code, reaching others—for instance, issues with the public 
data—were only revealed in the process of trying to reproduce the 
analysis without looking at the author’s code. We endorse the practice we 
undertook here of attempting to reproduce the analysis without simply 
re-running the author’s code. For many papers this will be the only 
option, as code is often not provided. 

Based on our experience replicating several data analyses, we pro-
pose a best practice for authors called ”checkpointing”—inspired by the 
eponymous practice in database systems—which entails taking snap-
shots of the data and derived results at periodic stages of an analysis. 
Checkpoints improve the ease and efficiency of a data analysis replica-
tion by allowing analysts to incrementally check their work, isolate 
discrepancies, and parallelize the replication effort. 

We would like to emphasize that data analysis replications are not 
just important for assessing the reproducibility of published work, but 
also useful for training future generations of researchers. Several of the 
co-authors of this article were undergraduates when this data analysis 
replication was conducted and felt that engaging in a data analysis 
replication gave them valuable exposure to aspects of the scientific 
process that they would not have encountered otherwise for years to 
come. Typically, conducting a full data analysis as comprehensive as the 
one in a published paper is something that a student would not expe-
rience until after they have been admitted to graduate school, helped 
formulate a research question and helped collect original data. We feel 
that bypassing these steps and going straight into data analysis repli-
cations shows undergraduates more aspects of what researchers do and 
helps them make better career decisions. We also believe it nicely 
complements more traditional textbook-based curricula in statistics by 

not only teaching students how to carry out statistical analyses them-
selves, but also encouraging them to think critically about analyses 
carried out by others in previously published research. 

In closing, it is our hope that this work will inspire data analysis 
replications across a wide range of fields. Specifically, we envision 
building an open, online platform that will enable anyone to learn the 
skills necessary for doing data analysis replications. This platform would 
serve as a reference for teachers, students, and the broader public. It 
would contain course material for training students to do replications 
that can be freely used in university courses. It would also contain a 
repository of research papers that are candidates for data analysis rep-
lications, along with the results of any attempts to replicate those papers. 
In the short term, this would give the research community and the 
broader public an easy way to assess the reliability of published results, 
and in the long term we hope it will lead to the publication of better, 
more reliable, and more robust research. 
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Fig. 4. Our proposed best practice: checkpointing. By providing checkpoints of the data and derived results at periodic stages of an analysis, authors can greatly 
improve the ease and efficiency of subsequent data analysis replications. In the figure, multiple analysts replicate different parts of the analysis in parallel; these 
efforts interface at the checkpoints to stitch together a complete replication. 
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related work. 

Appendix A. Supplementary material 

Supplementary data associated with this article can be found, in the 
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